**聚类算法综述**

聚类是数据挖掘的重要工具， 根据数据间的相似性将数据库分成多个类， 每类中数据应尽可能相似。 从机器学习的观点来看， 类相当于隐藏模式， 寻找类是无监督学习过程。目前己有应用于统计、模式识别、机器学习等不同领域的几十种聚类算法。该文对数据挖掘中的聚类算法进行了归纳和分类，总结了几类算法并分析了其性能特点。
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Abstract

Clustering plays an outstanding role in data mining applications.Clustering is a division of databases into groups of similar objects based on the similarity.From amachine learning perspective clusters correspond to hidden patterns,the search for clusters is unsupervised learning.There are tens of clustering algorithms used in various fields such as statistics,pattern recognition and machine learning now.This paper concludes the clustering algorithms used in data mining and assorts them into many classes.Each types of algorithms are summarized and their performances are analyzed here.

KeyWords: clustering algorithm; similarity measurement;K-means;EM;

**1、引言**

聚类就是将物理或抽象对象的集合分组成为由类似的对象组成的多个类的过程。由聚类所生成的簇是一组数据对象的集合，这些对象与同一簇中的对象彼此相似，与其它簇中的对象相异。聚类分析是一种无监督的过程，它同分类的根本区别在于：分类是需要开始知道所根据的特征，而聚类是要准确的找到这个数据特征，因此在许多的应用中，聚类分析更是定义为一种数据预处理的过程，是进一步解析和处理数据的根本。它已经被广泛地应用于统计学、机器学、空间数据库、生物学以及市场营销等领域，聚类分析还可以作为独立的数据挖掘工具来了解数据分布，或者作为其他数据挖掘算法（如关联规则、分类等）的预处理步骤。聚类算法可以分为基于的层次方法、基于划分的方法、基于网格的方法、基于密度的方法和基于模型的方法。

**2、数据的相似性度量**

聚类分析按照样本点之间的亲疏远近程度进行分类。为了使类分得合理，必须描述样本之间的亲疏远近程度。刻画聚类样本点之间的亲疏远近程度主要的方法是利用距离度量的方法，常用的距离度量方法有欧几里德距离、余弦距离和马氏距离等，下面分别对这几种距离进行了阐述。给定数据集Z={},其中是维特征空间中的一个特征向量，而是特征空间Z中特征向量的个数。[1]

2.1、欧几里德距离

欧几里德距离又叫欧氏距离，它的定义为：
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欧氏距离即两项间的差是每个变量值差的平方和再平方根，目的是计算其间的整体距离即不相似性。欧氏距离虽然简单而且最常用，但是它有一个缺点是它将样本的不同属性（即各指标或各变量）之间的差别等同看待。这一点在很多的应用中都不能满足要求。

2．2 余弦距离

余弦距离定义为如下：
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其中<>[-1,1]。余弦距离是通过测量两个向量内积空间的夹角的余弦值来度量它们之间的相似性。余弦距离可以用在任何维度的向量比较中，它尤其在高维正空间中的利用尤为频繁。它通常用于文本挖掘中的文件比较。此外，在数据挖掘领域中，用它来衡量集群内部的凝聚力。

2.2 马氏距离

马氏距离是由印度统计学家马哈拉诺比斯提出的，它的定义为如公式（3）所示。
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它是一种有效的计算两个未知样本集的相似度的方法。与欧氏距离不同的是它考虑到各种特性之间的联系,并且是尺度无关的（scale-invariant），即独立于测量尺度。

**3、聚类方法**

目前聚类算法基本上是基于层次的聚类方法和基于划分的聚类方法。下面对分别这两种方法进行介绍。

3.1 基于层次的聚类方法

层次聚类算法，它是通过将数据组织为若干组并形成一个相应的树来进行聚类的。根据层次是自底向上还是自顶而下形成，层次聚类算法可以进一步分为凝聚型的聚类算法和分裂型的聚类算法。一个完全层次聚类的质量由于无法对已经做的合并或分解进行调整而受到影响。但是层次聚类算法没有使用准则函数，它所含的对数据结构的假设更少，所以它的通用性更强[2,3]。

3.1.1两种基本的层次聚类方法

凝聚的层次聚类是将这种自底向上的策略首先将每个对象作为一个簇，然后合并这些原子簇为越来越大的簇，直到所有的对象都在一个簇中，或者某个终结条件被达到要求。大部分的层次聚类方法都属于一类，它们在簇间的相似度的定义有点不一样。

分裂的层次聚类是将像这样的自顶向下的策略与凝聚的层次聚类有些不一样，它首先将所有对象放在一个簇中，然后慢慢地细分为越来越小的簇，直到每个对象自行形成一簇，或者直达满足其他的一个终结条件，例如满足了某个期望的簇数目，又或者两个最近的簇之间的距离达到了某一个阈值。

3.1.2基于距离度量的方法

在凝聚和分裂的层次聚类之间，我们又依据计算簇间的距离的不同，分为下面的几类方法：

1. 单连锁（single linkage）,又称最近邻（nearest neighbor）方法。指两个不一样的簇之间任意两点之间的最近距离。这里的距离是表示两点之间的相异度，所以距离越近，两个簇相似度越大。这种方法最善于处理非椭圆结构。却对于噪声和孤立点特别的敏感，取出距离很远的两个类之中出现一个孤立点时，这个点就很有可能把两类合并在一起。距离公式如公式4所示。
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1. 全连锁（comlpete linkage），又称最远邻（furthest neighbor）方法。指两个不一样的簇中任意的两点之间的最远的距离。它面对噪声和孤立点很不敏感，趋向于寻求某一些紧凑的分类，但是，有可能使比较大的簇破裂。距离公式如公式5所示。

![](data:image/x-wmf;base64,183GmgAAAAAAACAVwAL/CAAAAAAOSAEACQAAA2MCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIgFRIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gFAAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3KRhmQwQAAAAtAQAACAAAADIKoAGtFAEAAAB8eQgAAAAyCqABxA8BAAAAfHkJAAAAMgqgAZEIAwAAAG1heGUIAAAAMgqgAXUGAQAAAClhCAAAADIKoAGJBAEAAAAsYQgAAAAyCqAB3AIBAAAAKGEcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3KRhmQwQAAAAtAQEABAAAAPABAAAIAAAAMgr0AOQTAQAAAC9hCAAAADIKMwIaDQEAAAAsYQkAAAAyCgACHQEDAAAAbWF4ZRwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83cpGGZDBAAAAC0BAAAEAAAA8AEBAAgAAAAyCs8B+w0BAAAAL2EcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3KRhmQwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAfoSAQAAAHBhCAAAADIKoAGWEAEAAABwYQgAAAAyCqABEgUBAAAAY2EIAAAAMgqgAWADAQAAAGNhCAAAADIKoAE6AAEAAABkYRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83cpGGZDBAAAAC0BAAAEAAAA8AEBAAgAAAAyCjMC+w4BAAAAamEIAAAAMgozAncNAQAAAHBhCAAAADIKMwJhDAEAAABjYQgAAAAyCjMCZwsBAAAAcGEIAAAAMgoAAvQFAQAAAGphCAAAADIKAAISBAEAAABpYRwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83cpGGZDBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmsCxAwBAAAAaWEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAJEICkiY8RIAWLHxd2Gx8XcgQPN3KRhmQwQAAAAtAQAABAAAAPABAQAIAAAAMgqgAaoRAQAAAC1hCAAAADIKoAFZBwEAAAA9YRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAiREKB5jxEgBYsfF3YbHxdyBA83cpGGZDBAAAAC0BAQAEAAAA8AEAAAgAAAAyCjMCPA4BAAAAzmEIAAAAMgozAs8LAQAAAM5hCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AQykYZkMAAAoAIQCKAQAAAAAAAAAAtPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) (公式5)

1. 组平均方法(grou Paverage linkage)，定义距离为数据两两距离的平均值。这个方法倾向于合并差异小的两个类，产生的聚类具有相对的鲁棒性。距离公式如公式6所示。
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1. 平均值方法(centroid linkage),现计算各个类的平均值，然后定义平均值之差为两类的距离。距离公式如公式3.4所示。
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3.1.4 层次聚类方法的优缺点

一般地,基于层次的聚类方法具有以下几个优点：

(1)对初绐数据集不敏感

(2)能很好的处理孤立点和“噪声”数据

(3)不需要指定簇的个数

基于层次的聚类方法的缺点有：

(1)它的复杂度高，时间复杂度为：O()，空间复杂度为：O()，所以，基于层次的聚类方法不适应于大数据集。

(2)一旦一个合并或分裂被执行，就不能修正。

(3)重叠的点往往很很难决定要合并或者分裂，这样会使聚类结果有所偏差。

3.2 基于划分的聚类方法

给定一个数据库包含个数据对象以及数目K的即将生成的簇,一个划分类的算法将对象分为K个划分，其中，这里的每个划分分别代表一个簇，并且K<=。其中的K需要人为指定。它一般从一个初始划分开始，然后通过重复的控制策略，使某个准则函数最优化。因此，它可以被看作是一个优化问题，而优化问题往往是NP-难问题。基于划分的聚类方法的优缺点跟层次的聚类方法的优缺点刚刚好反，层次聚类算法的优点恰恰是划分聚类方法的缺点，反之亦然。根据它们之间的优缺点，人们往往会更趋向于使用划分的聚类方法，所以，本文着重于讲解基于划分的聚类方法。

基于划分的聚类方法常常是迭代而且是局部收敛的，根据Hamerly和Elkan[4]的文章，基于划分的聚类方法的迭代步骤为：

(1)随机选择K个聚类中心。

(2)重复3、4步，直至满足一定条件。

(3)对于每一个数据点，计算它到每个中心的隶属函数和权重，根据一定的准则函数把每个数据点分配到相应的簇。

(4)重新计算每个簇的中心点：

= (公式8)

其中隶属函数是表示一个数据点隶属于簇k的程度的函数。硬聚类算法用硬的隶属函数，而模糊的聚类算法使用软隶属函数[4]。本算法中是用来确定数据点属于簇k中的程度的函数。它必须满足的条件是：

1. >=0,p=1，…，,k = 1,…,K (公式9)
2. = 1,p=1，…， (公式10)

其中权重是用来确定数据点在下一次迭代中重新计算中心点时所占的比例，而>0。不同的终止条件会用在不同的聚类算法中，例如：

(1)迭代次数超出一定次数。

(2)每个簇的均值的变化小于一定阈值。

(3)量化误差足够小。

基于划分的聚类算法有许多，下面介绍几中常见的基于划分的聚类算法。

3.2.1 K-means

k-means算法是最为经典的基于划分的聚类方法，是十大经典数据挖掘算法之一。k-means算法的基本思想是：以空间中k个点为中心进行聚类，对最靠近他们的对象归类。通过迭代的方法，逐次更新各聚类中心的值，直至得到最好的聚类结果。该算法的迭代的终止条件是直至中心点收敛。因此，K-means算法需要优化的目标函数是：

(公式11)

其中隶属函数和权重分别定义为：

= (公式12)

=1 (公式13)

所以，该算法的隶属函数是一个硬隶属函数，而它的权重是一个恒定的常数，即每个数据点同等重要。该算法的最大优势在于简洁和快速，对于处理大数据集，该算法是相对可伸缩和高效率的。算法的缺点是簇的数目必须人为的指定，并且对初值敏感，对于不同的初值，可能会导致不同结果，而且不适合于发现非凸面形状的簇或者大小 差别很大的簇，它对于“躁声”和孤立点数据是敏感的。该算法的关键在于初始中心的选择和距离公式。

而K-medoids算法跟k-means算法的不同之处在于K-medoids用接近聚类中心的一个对象来表示每个簇而K-means用簇中对象的平均值来表示每个簇。K-medoids算法的时间复杂度为O()，所以，它不能应用于大数据集。

3.2.2 模糊C均值算法

模糊聚类分析作为无监督机器学习的主要技术之一，是用模糊理论对重要数据分析和建模的方法，建立了样本类属的不确定性描述，能比较客观地反映现实世界，它已经有效地应用在大规模数据分析、数据挖掘、矢量量化、图像分割、模式识别等领域，具有重要的理论与实际应用价值，随着应用的深入发展，模糊聚类算法的研究不断丰富。在众多模糊聚类算法中，模糊C-均值（ FCM） 算法应用最广泛且较成功，它通过优化目标函数得到每个样本点对所有类中心的隶属度，从而决定样本点的类属以达到自动对样本数据进行分类的目的。它的思想就是使得被划分到同一簇的对象之间相似度最大，而不同簇之间的相似度最小。模糊C均值算法是普通C均值算法的改进，普通C均值算法对于数据的划分是硬性的，而FCM则是一种柔性的模糊划分。FCM的目标函数为：

(公式14)

其中q1是一个加权指数,是指第p个数据点在第k个簇中的隶属度，它必须满足：,p=1,…,,k=1,…,K，，FCM的隶属函数和权重定义为：

= (公式15)

=1 (公式16)

所以，该算法的隶属函数是一个软隶属函数，即一个数据点可能属于多个簇，而它的权重是一个恒定的常数。模糊C均值算法可以很好的处理临界数据点，它和K-means算法一样，需要人为的指定簇的数目。该算法的缺点是可能会产生重合聚类，需要人为指定簇的个数，收敛于局部最优以及初始条件对聚类结果影响很大。

3.2.3 EM算法

EM（Expectation-maximization algorithm） 算法是在概率模型中寻找参数最大似然估计或者最大后验估计算法，其中概率模型依赖于无法观测的隐藏变量。最大期望算法经过两个步骤交替进行计算，第一步是计算期望（E），利用对隐藏变量的现有估计值，计算其最大似然估计值；第二步是最大化（M），最大化在 E 步上求得的最大似然值来计算参数的值。M 步上找到的参数估计值被用于下一个 E 步计算中，这个过程不断交替进行。EM算法的目标函数为

=- (公式17)

其中是高斯分布基于质心产生的的概率，是先验概率。EM算法的隶属函数和权重分别为：

= (公式18)

=1 (公式19)

所以EM是一个软隶属函数而且权重是一个常数。EM算法的特点有它会收敛到局部极值，但不保证收敛到全局最优。而且对初值很敏感，通常需要一个好的、快速的初始化过程。EM算法适应于缺失数据不太多以及数据高时，因为如果数据集的维数太高的话，E步的计算很费时。最大期望经常用在机器学习和计算机视觉的数据聚类领域。

3.2.4 KHM算法

KHM(The K-harmonic means algorithm)算法[5]是基于中心的迭代过程 ,它采用所有数据点到每个聚类中心的和平均值的和作为目标函数.目标函数为

(公式20)

其中是模糊指数，是一个用户指定的参数，通常.KHM算法的隶属函数和权重分别为：

= (公式21)

(公式22)

所以，KHM算法的权重是个变量，它把距离中心点远的数据点赋以高的权重，这样可以让质心能够很好的覆盖整个数据集。KHM算法对初始值不敏感，适合处理大数据集，然而KHM算法容易陷入局部最优及簇个数需要预先指定的问题。综合上来说它胜过K-means、FCM和EM算法。

3.3 非迭代的划分的聚类方法

另外的一种聚类算法就是非迭代的划分的聚类方法，最常用的非迭代的算法是MacQueen 的K-means算法[6]。该算法的思想是，给定一个数据集，找到指定数量的聚类中心，然后把数据集聚类到相应的簇。该算法对初始值敏感，为了解决这个问题，可以打乱数据集中数据点的顺序。一般情况下来说，迭代的算法要比非迭代的算法要高效的多。

3.4 其它的聚类方法

3.4.1最近邻聚类算法

最近邻聚类算法（Nearest Neighbor clustering algorithm）是一个用于处理多密度数据集的聚类算法，其主要思想可概括为：对于数据集中每个点，找出距离其最近的K个邻近点，形成一个集合。然后考虑数据集中的任意两个点，若对应于这两个对的K个邻近点集合交集部分的点数超过一个阈值，则将这两个点归于一类。SNN算法的优点是可以对不同密度和形状的数据集进行聚类，能处理高维数据集和自动识别簇的数目。缺点是在多密度聚类和处理孤立点或噪声方面SNN算法精度都不高，并且该算法对参数是敏感的。

3.4.2 谱聚类

谱聚类算法首先根据给定的样本数据集定义一个描述成对数据点相似度的亲合矩阵,并且计算矩阵的特征值和特征向量 ， 然后选择合适 的特征向量聚类不同的数据点。谱聚类算法最初用于计算机视觉 、VLS I 设计等领域， 最近才开始用于机器学习中，并迅速成为国际上机器学习领域的研究热点。谱聚类算法建立在谱图理论基础上，其本质是将聚类问题转化为图的最优划分问题，是一种点对聚类算法，与传统的聚类算法相比，它具有能在任意形状的样本空间上聚类且收敛于全局最优解的优点。

3.4.3 MeanShift算法

MeanShift (均值漂移)是一种非参数概率密度估计的方法，一种最优的寻找概率密度极大值的梯度上升法，在解决计算机视觉底层过程中表现出了良好的鲁棒性和较高的处理速度。MeanShift 算法一般指的是一个迭代的步骤，即先算出当前点的漂移均值，移动该点到其漂移均值，然后以此为新的起始点，继续移动，直到满足一定的条件结束。

3.5各类算法比较

基于上述的分析，下面对常用聚类算法的性能从可伸缩性、发现聚类的形状、对“噪声”的敏感性、对数据输入顺序的敏感性、高维性和是否是硬聚类六个方面进行比较，如表1所示。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 算法 | 可伸缩性 | 发现聚类的形状 | 对“噪声”的敏感性 | 对数据输入顺序的敏感性 | 高维性 | 硬聚类 |
| K-means | 不好 | 凸形 | 敏感 | 敏感 | 不好 | 是 |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| FCM | 好 | 任意形状 | 敏感 | 不敏感 | 好 | 否 |
| EM | 不好 | 任意形状 | 敏感 | 不敏感 | 不好 | 否 |
| KHM | 好 | 任意形状 | 敏感 | 不敏感 | 不好 | 否 |
| SNN | 好 | 任意形状 | 敏感 | 不敏感 | 好 | 是 |

**表1：各类算法比较**

**4、总结**

聚类分析是数据挖掘中一种非常有用的技术，它可作为特征和分类算法的预处理步骤，这些算法再在生成的簇上进行处理，也可将聚类结果用于进一步关联分析。还可以作为一个独立的工具来获得数据分布的情况，观察每个簇的特点，集中对特定的某些簇做进一步分析。其应用范围涉及商务，生物，地理，Ｗｅｂ文档分类，仿真等诸多领域。

聚类能更好地应用到现实生活中是很必要的。这些新算法正努力把静态的聚类推向动态的、适应性强的、带约束条件的及与生活联系紧密的聚类。同时，对目前可有效处理二维和小的数据集的聚类方法进行强化和修改，以使其能处理大的和高维的数据，这也是努力的一个方向。
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