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**Domain Background**

Image classification has a wide range of real-world applications and is used in different fields including automotive industry, security industry, health care industry, gaming and social media platforms. It also plays an important role in remote sensing images and is used for various applications such as environmental change, surveillance, geographic mapping, disaster control [1]. Correct classification has vital importance, especially in medicine for example. Therefore, improved methods are needed in this field.

Deep learning [2] is a powerful machine learning technique for solving a wide range of computer applications including image classification. It is composed of multiple processing layers that can learn more powerful feature representations of data with multiple levels of abstraction. In the deep learning technique, several numbers of models are available such as convolutional neural network (CNN).

Deep convolutional neural networks [3] provide better results than existing methods in the literature due to advantages such as processing by extracting hidden features, allowing parallel processing and real time operation. The concept of convolutions in the context of neural networks begins with the idea of layers consisting of neurons with a local receptive field, i.e., neurons which connect to a limited region of the input data and not the whole [4].

Nearly every year since 2012 has given us big breakthroughs in developing deep learning models for the task of image classification. Due to its large scale and challenging data, the ImageNet (image-net.org) challenge has been the main benchmark for measuring progress. some of the major architectures that made that progress possible are:

AlexNet: The 2012 paper from the university of Toronto became one of the most influential papers in the field after achieving a nearly 50% reduction in the error rate in the ImageNet challenge [5].

VGGNet: The 2014 Oxford University paper extended the idea of using a deep networking with many convolutions and ReLUs (Rectified Linear Units). A deep network with lots of small 3x3 convolutions and non-linearities [6].

**Problem Statement**

In this project I will go through building a machine learning model for dog breed classification. The problem starts by first distinguishing an image as a human or a dog image, and if it is detected as a dog image the dog breed will be predicted. If a human image is detected, then a “resembling” dog breed will be the shown output.

**Datasets and inputs**

The dataset used for this project includes 13233 human images as well as 8351 dog images. The dog images are grouped into 133 different breeds (classes). The images are RGB images and the average size of a dog image is 529by567 pixels. Each human image contains at least one human (face) and each dog image contains only one dog.

The human/dog images will be used to detect a human or dog, and then the dog images will be used to train a dog breed classifier.

**Solution Statement**

As mentioned in the domain background section, CNN is a good technique for such image classification problem. The CNN training/validation input will be the RGB dog images. In this project two CNN models will be used: CNN from scratch (that can serve as a benchmark) and CNN using transfer learning from one of the state of the arts model mentioned in domain background section (i.e. VGG16)

**Benchmark model**

A simple benchmark model that will be used is multi-class classification logistic regression (using sk-learn package) just to show the basic feasibility of the dog breed classification using the provided input data. We do not expect a good accuracy for this benchmark model since this may not be a good approach for such complicated image analysis.

The next model that can also act as a benchmark will be a CNN model designed from scratch. It would be something like a 2-3 convolutional/maxpool layers followed by 1-2 fully connected layers. We expect a higher result accuracy compared to the first benchmark.

**Evaluation Metrics**

Throughout the project the model accuracy will be tested on test data (10% data of the total dog images) by simply calculating number of “correct predictions” divided by “total predictions”.

**Project Design**

The summary of the project structure is as follow:

* Implement logistic regression benchmark model using sk-learn (benchmark)
* Implement a dog detector and a human (face) detector logic
* Design a CNN from scratch, train and test it with the dog image dataset and measure the accuracy
* Use a pretrained VG16 CNN, train (only the last fc layer) and test with the dog image dataset, and measure the improved accuracy
* Use the dog/human detector of step 2 and the transferred CNN of step 4 to implement the final solution: if a dog image is detected, predict the breed; if a human is detected, show the resembling breed and if no human or dog detected, show some error message.
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