Entrega 3 Problemas y Talleres MATIII Estadística grado informática 2019-2020

Ricardo Alberich

13-05-2020

Table of Contents

# Entregas 3 Problemas: Estadística Inferencial 1

Contestad cada GRUPO de 3 a los siguientes problemas y cuestiones en un fichero Rmd y su salida en html o pdf.

Cambien podéis incluir capturas de problemas hechos en papel. Cada pregunta vale lo mismo y se reparte la nota entre sus apartados.

## Problema 1: Contraste de parámetros de dos muestras.

Queremos comparar los tiempos de realización de un test entre estudiantes de dos grados G1 y G2, y determinar si es verdad que los estudiantes de G1 emplean menos tiempo que los de G2. No conocemos y . Disponemos de dos muestras independientes de cuestionarios realizados por estudiantes de cada grado, .

Los datos están en <http://bioinfo.uib.es/~recerca/MATIIIGMAT/NotasTestGrado/>, en dos ficheros grado1.txt y grado2.txt.

G1=read.table("http://bioinfo.uib.es/~recerca/MATIIIGMAT/NotasTestGrado/grado1.txt",  
 header=TRUE)$x  
G2=read.table("http://bioinfo.uib.es/~recerca/MATIIIGMAT/NotasTestGrado/grado2.txt",  
 header=TRUE)$x  
n1=length(na.omit(G1))  
n2=length(na.omit(G2))  
media.muestra1=mean(G1,na.rm=TRUE)  
media.muestra2=mean(G2,na.rm=TRUE)  
desv.tip.muestra1=sd(G1,na.rm=TRUE)  
desv.tip.muestra2=sd(G2,na.rm=TRUE)

Calculamos las medias y las desviaciones típicas muestrales de los tiempos empleados para cada muestra. Los datos obtenidos se resumen en la siguiente tabla:

Se pide:

1. Comentad brevemente el código de R explicando que hace cada instrucción.
2. Contrastad si hay evidencia de que las notas medias son distintas entre los dos grupos. En dos casos considerando las varianzas desconocidas pero iguales o desconocidas pero distintas. Tenéis que hacer el contraste de forma manual y con funciones de R y resolver el contrate con el -valor.
3. Calculad e interpretar los intervalos de confianza para la diferencia de medias asociados a los dos test anteriores.
4. Comprobad con el test de Fisher y el de Levene si las varianza de las dos muestras son iguales contra que son distintas. Tenéis que resolver el test de Fisher con R y de forma manual y el test de Levene con R y decidir utilizando el -valor.

### Solución

**Apartado 1.** El cogido R carga en las variables G1 y G2 la variables x de dos data frames de un servidor bioinfo.uib.es.

Luego calcula los estadísticos básicos para realizar las siguientes preguntas. Para los tamaños muestrales y se omiten los valores NA antes de asignar la length de los arrays. También se calculan las medias y las desviaciones típicas muestrales omitiendo (si es que hay) los valores no disponibles.

**Apartado 2.** Denotemos por y las medias de las notas de los grupos 1 y 2 respectivamente. El contraste que se pide es

$$
\left\{\begin{array}{ll}
H\_0:\mu\_{1} = \mu\_{2}\\
H\_1: \mu\_{1} \not= \mu\_{2}
\end{array}\right.
$$

Estamos en un diseño de comparación de medias de dos grupos con dos muestras independientes de tamaño 50 grande. Tenemos dos casos varianzas desconocidas pero iguales y variazas desconocidas pero distintas. Las funciones de R des este contraste para estos casos son:

**Varianzas iguales**

# test para varianzas iguales  
t.test(G1,G2,var.equal = TRUE,alternative = "two.sided")

##   
## Two Sample t-test  
##   
## data: G1 and G2  
## t = -6.2159, df = 98, p-value = 0.00000001248  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -2.251691 -1.161889  
## sample estimates:  
## mean of x mean of y   
## 9.759293 11.466083

**Varianzas distintas**

# test para varianzas distintas  
t.test(G1,G2,var.equal = FALSE,alternative = "two.sided")

##   
## Welch Two Sample t-test  
##   
## data: G1 and G2  
## t = -6.2159, df = 89.996, p-value = 0.00000001562  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -2.252298 -1.161282  
## sample estimates:  
## mean of x mean of y   
## 9.759293 11.466083

El -valor en ambos casos es muy pequeño así que la muestra no aporta evidencias rechazar la hipótesis nula las medias son iguales contra que son distintas.

Veamos en cálculo manual

**Varianzas desconocidas pero iguales, y grande**

Si suponemos que , el estadístico de contraste es

operando obtenemos que y sabemos que sigue una distribución -Student . Para este hipótesis alternativa el -valor es

, lo calculamos con R

**Varianzas desconocidas pero distintas, y grande**

Si suponemos que , el estadístico de contraste es que, cuando , tiene distribución (aproximadamente, en caso de muestras grandes) con

Calculamos el estadístico y los grados de libertad con R

t0=(media.muestra1-media.muestra2)/sqrt(desv.tip.muestra1^2/n1+desv.tip.muestra2^2/n2)  
#calculo el valor dentro del floor que es el que utiliza R  
  
f1=(desv.tip.muestra1^2/n1+desv.tip.muestra2^2/n2)^2/(  
 (1/(n1-1))\*(desv.tip.muestra1^2/n1)^2+(1/(n2-1))\*(desv.tip.muestra2^2/n2)^2)  
f1

## [1] 89.99613

# calculo el propuesto en las transparencias que es anticuado  
f=floor(f1)-2   
f

## [1] 87

El valor es

# el pvañor de la función de R  
2\*(pt(abs(t0),f1,lower.tail = FALSE))

## [1] 0.00000001562353

# el pvalor propuesto en teoría  
2\*(pt(abs(t0),f,lower.tail = FALSE))

## [1] 0.00000001713797

**Apartado 3**

Los intervalos de confianza al nivel del 95% los podemos obtener así

t.test(G1,G2,var.equal = TRUE,alternative = "two.sided",conf.level = 0.95)$conf.int

## [1] -2.251691 -1.161889  
## attr(,"conf.level")  
## [1] 0.95

t.test(G1,G2,var.equal = FALSE,alternative = "two.sided",conf.level = 0.95)$conf.int

## [1] -2.252298 -1.161282  
## attr(,"conf.level")  
## [1] 0.95

Son similares, podemos asegurar que la diferencia de medias se encuentra al nivel del 95 el grupo 2 tiene una media entre 2.25 y 1.16 puntos mayor que el grupo 2 aproximadamente.

**Apartado 4** El test que nos piden es el de igualdad de varianzas

$$\left\{\begin{array}{ll}H\_0: & \sigma\_1^2=\sigma\_2^2\\
H\_0: & \sigma\_1^2\not=\sigma\_2^2\end{array}\right.$$

El test de Fisher de igualdad de varianzas

var.test(G1,G2,alternative ="two.sided" )

##   
## F test to compare two variances  
##   
## data: G1 and G2  
## F = 0.54057, num df = 49, denom df = 49, p-value = 0.03354  
## alternative hypothesis: true ratio of variances is not equal to 1  
## 95 percent confidence interval:  
## 0.3067606 0.9525862  
## sample estimates:  
## ratio of variances   
## 0.54057

Obtenemos un -valor alto no podemos rechazar la igualdad de varianzas.

De forma manual el estadístico de este test sabemos que es

Que sigue una ley e Fisher y el \_valor es

que con R es

n1

## [1] 50

n2

## [1] 50

f0=desv.tip.muestra1^2/desv.tip.muestra2^2  
f0

## [1] 0.54057

pvalor=min(2\*pf(f0,n1-1,n2-2),2\*pf(f0,n1-1,n2-2,lower.tail = FALSE))  
pvalor

## [1] 0.03420609

Obtenemos los mismos resultados que con la función var.test.

El test de Levene con R tiene las mismas hipótesis que el anterior

library(car,quietly = TRUE)# pogo quietly para que quite avisos

##   
## Attaching package: 'car'

## The following object is masked from 'package:dplyr':  
##   
## recode

## The following object is masked from 'package:purrr':  
##   
## some

notas=c(G1,G2)  
grupo=as.factor(c(rep(1,length(G1)),rep(2,length(G1))))  
leveneTest(notas~grupo)

## Levene's Test for Homogeneity of Variance (center = median)  
## Df F value Pr(>F)  
## group 1 1.8029 0.1825  
## 98

El -valor obtenido es alto así que el test de levene no aporta evidencias contra la igualdad de varianzas entre las notas de los dos grupos.

## Problema 2 : Contraste dos muestras

Simulamos dos muestras con las funciones siguientes

set.seed(2020)  
x1=rnorm(100,mean = 10,sd=2)  
x2=rnorm(100,mean = 8,sd=4)

Dibujamos estos gráficos

boxplot(x1,x2)
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library(car)  
par(mfrow=c(1,2))  
qqPlot(x1)

## [1] 18 64

qqPlot(x2)

![](data:image/png;base64,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)

## [1] 50 39

par(mfrow=c(1,1))

Realizamos algunos contrastes de hipótesis de igual de medias entre ambas muestras

t.test(x1,x2,var.equal = TRUE,alternative = "greater")

##   
## Two Sample t-test  
##   
## data: x1 and x2  
## t = 5.3009, df = 198, p-value = 0.0000001531  
## alternative hypothesis: true difference in means is greater than 0  
## 95 percent confidence interval:  
## 1.844757 Inf  
## sample estimates:  
## mean of x mean of y   
## 10.217784 7.537402

t.test(x1,x2,var.equal = FALSE,alternative = "two.sided")

##   
## Welch Two Sample t-test  
##   
## data: x1 and x2  
## t = 5.3009, df = 144.56, p-value = 0.0000004221  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## 1.680966 3.679797  
## sample estimates:  
## mean of x mean of y   
## 10.217784 7.537402

t.test(x1,x2,var.equal = TRUE)

##   
## Two Sample t-test  
##   
## data: x1 and x2  
## t = 5.3009, df = 198, p-value = 0.0000003061  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## 1.683238 3.677526  
## sample estimates:  
## mean of x mean of y   
## 10.217784 7.537402

Se pide

1. ¿Cuál es la distribución y los parámetros de las muestras generadas?
2. ¿Qué muestran y cuál es la interpretación de los gráficos?
3. ¿Qué test contrasta si hay evidencia a favor de que las medias poblacionales de las notas en cada grupo sean distintas? Di qué código de los anteriores resuelve este test.
4. Para el test del apartado anterior dad las hipótesis nula y alternativa y redactar la conclusión del contraste.

### Solución

**Apartado 1**

Se generan dos muestras de poblaciones normales de medias 10 y 8 y desviaciones típicas 2 y 4.

**Apartado 2** El primer gráficos es un diagrama de caja (*boxplot*) que compara las distribuciones de los datos. Vemos que efectivamente la muestra 1 tiene una caja y unos bigotes más comprimidos que la muestra 2 así que la primera tiene menos varianza. Vemos que los valores medianos de la muestra 1 son más grandes que los de la muestra 2. Recordemos que la distribución normal es simétrica por lo que la media y la mediana coinciden. La muestra 1 tiene valores atípicos en la parte superior 1 y en la inferior parece que 2.

El segundo gráfico es un gráfico cuantil-cuantil o qqplot de normalidad. Compara los cuantiles muestrales con los teóricos de una normal y nos da un intervalo de confianza para esas observaciones.

Vemos que los cuantiles teóricos no difieren excesivamente de los muestrales en cada una de las muestras y que muy pocos valores se escapan de los intervalos de confianza esperados en el caso de normalidad. Así que no hay motivo para pensar que las distribuciones de ambas muestras proceden de poblaciones normales.

**Apartado 3**

El código es

t.test(x1,x2,var.equal = TRUE,alternative = "greater")  
t.test(x1,x2,var.equal = FALSE,alternative = "two.sided")  
t.test(x1,x2,var.equal = TRUE)

El primer test contrasta para muestras independientes supuestas varianzas desconocidas pero iguales contra . **Así que este TEST NO ES**

El segundo test contrasta para muestras independientes supuestas varianzas desconocidas pero iguales contra . **Así que este TEST NO ES** pues no contrasta contra medias distintas.

El segundo test contrasta para muestras independientes supuestas varianzas desconocidas pero iguales contra $H\_1:\mu\_1\not=\mu\_2$. **Así que este TEST SI PUEDE SER** contrasta contra medias distintas para el caso de varianzas distintas.

El segundo test contrasta para muestras independientes supuestas varianzas desconocidas pero iguales contra pues la opción por defecto de la función. **Así que este TEST SI PUEDE SER** contra medias distintas para el caso de varianzas iguales.

**Apartado 4** El contrastes es

$$\left\{\begin{array}{ll}H\_0: & \mu\_1=\mu\_2\\ H\_1: & \mu\_1\not=\mu\_2\end{array}\right.
$$

En los dos últimos test los -valores son muy muy pequeños así que hay evidencias en contra de la igualdad de medias entre las dos muestras. Además claramente los intervalos de confianza no contienen al cero.

## Problema 3 : Bondad de ajuste. La ley de Benford

La ley de Benford es una distribución discreta que siguen las frecuencias de los primero dígitos significativos (de 1 a 9) de algunas series de datos curiosas.

Sea una v.a. X con dominio diremos que sigue una ley de Benford si

Concretamente lo podemos hacer así

prob=log10(1+1/c(1:9))  
prob

## [1] 0.30103000 0.17609126 0.12493874 0.09691001 0.07918125 0.06694679 0.05799195  
## [8] 0.05115252 0.04575749

MM=rbind(c(1:9),prob)  
df=data.frame(rbind(prob))  
# Y hacemos una bonita tabla  
colnames(df)=paste("Díg.",c(1:9),sep =" ")  
knitr::kable(df,format ='markdown')

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Díg. 1 | Díg. 2 | Díg. 3 | Díg. 4 | Díg. 5 | Díg. 6 | Díg. 7 | Díg. 8 | Díg. 9 |
| prob | 0.30103 | 0.1760913 | 0.1249387 | 0.09691 | 0.0791812 | 0.0669468 | 0.0579919 | 0.0511525 | 0.0457575 |

En general esta distribución se suele encontrar en tablas de datos de resultados de observaciones de funciones científicas, contabilidades, cocientes de algunas distribuciones …

Por ejemplo se dice que las potencias de números enteros siguen esa distribución. Probemos con las potencias de 2. El siguiente código calcula las potencias de 2 de 1 a 1000 y extrae los tres primeros dígitos.

# R pasa los enteros muy grande a reales. Para nuestros propósitos   
# es suficiente para extraer los tres primeros dígitos.  
muestra\_pot\_2\_3digitos=str\_sub(as.character(2^c(1:1000)),1,3)  
head(muestra\_pot\_2\_3digitos)

## [1] "2" "4" "8" "16" "32" "64"

tail(muestra\_pot\_2\_3digitos)

## [1] "334" "669" "133" "267" "535" "107"

#Construimos un data frame con tres columnas que nos dan el primer,   
#segundo y tercer dígito respectivamente.  
df\_digitos=data.frame(muestra\_pot\_2\_3digitos,  
 primer\_digito=as.integer(  
 substring(muestra\_pot\_2\_3digitos, 1, 1)),  
 segundo\_digito=as.integer(  
 substring(muestra\_pot\_2\_3digitos, 2, 2)),  
 tercer\_digito=as.integer(  
 substring(muestra\_pot\_2\_3digitos, 3, 3)))  
head(df\_digitos)

## muestra\_pot\_2\_3digitos primer\_digito segundo\_digito tercer\_digito  
## 1 2 2 NA NA  
## 2 4 4 NA NA  
## 3 8 8 NA NA  
## 4 16 1 6 NA  
## 5 32 3 2 NA  
## 6 64 6 4 NA

Notad que los NA en el segundo y el tercer dígito corresponden a número con uno o dos dígitos.

Se pide:

1. Contrastad con un test que el primer dígito sigue una ley de Benford. Notad que el primer dígito no puede ser 0. Resolved manualmente y con una función de R.
2. Contrastad con un test que el segundo dígito sigue una ley de uniforme discreta. Notad que ahora si puede ser 0. Resolved con funciones de R.
3. Contrastad con un test que el tercer dígito sigue una ley de uniforme discreta. Notad que ahora si puede ser 0. Resolved con manualmente calculado las frecuencias esperadas y observadas, el estadístico de contraste y el -valor utilizando R. Comprobad que vuestros resultados coinciden con los de la función de R que calcula este contraste.
4. Dibujad con R para los apartados 1 y 2 los diagramas de frecuencias esperados y observados. Comentad estos gráficos

### Solución

**Apartado 1** El contraste que nos piden es

El siguiente código resuelve el tes de forma manual calculando el estadístico y el -valor

prob=log10(1+1/(1:9))  
prob\_benford=prob  
n=1000  
frec\_esp\_benford=n\*prob\_benford  
frec\_esp\_benford

## [1] 301.03000 176.09126 124.93874 96.91001 79.18125 66.94679 57.99195  
## [8] 51.15252 45.75749

frec\_obs\_primer=table(df\_digitos$primer\_digito)  
frec\_obs\_primer

##   
## 1 2 3 4 5 6 7 8 9   
## 301 176 125 97 79 69 56 52 45

chi2\_est=sum((frec\_obs\_primer-frec\_esp\_benford)^2/frec\_esp\_benford)  
chi2\_est

## [1] 0.1585506

pchisq(chi2\_est,9-1,lower.tail = FALSE)

## [1] 0.9999985

La función de R que resuelve el test es

chisq.test(frec\_obs\_primer,p=prob\_benford)

##   
## Chi-squared test for given probabilities  
##   
## data: frec\_obs\_primer  
## X-squared = 0.15855, df = 8, p-value = 1

Obtenemos los mismos resultados. El valor es muy alto. No podemos rechazar que el primer dígito de las 1000 primeras potencias enteras de 2 siga una ley de distribución de Benford.

**Apartado 2**

El contraste que nos piden es

Procedemos de forma similar al caso anterior. De forma manual el cálculo es

prob\_unif=rep(1/10,10)  
prob\_unif

## [1] 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

segundo\_digito=na.omit(df\_digitos$segundo\_digito)  
n=length(segundo\_digito)   
n

## [1] 997

frec\_esp\_uniforme=n\*prob\_unif  
frec\_esp\_uniforme

## [1] 99.7 99.7 99.7 99.7 99.7 99.7 99.7 99.7 99.7 99.7

frec\_obs\_segundo=table(segundo\_digito)  
frec\_obs\_segundo

## segundo\_digito  
## 0 1 2 3 4 5 6 7 8 9   
## 121 112 109 108 98 95 94 91 83 86

chi2\_est=sum((frec\_obs\_segundo-frec\_esp\_uniforme)^2/frec\_esp\_uniforme)  
chi2\_est

## [1] 13.64193

1-pchisq(chi2\_est,10-1)

## [1] 0.1356449

pchisq(chi2\_est,10-1,lower.tail = FALSE)

## [1] 0.1356449

Con la función chisq.test obtenemos los mismo resultados

chisq.test(frec\_obs\_segundo,p=prob\_unif)

##   
## Chi-squared test for given probabilities  
##   
## data: frec\_obs\_segundo  
## X-squared = 13.642, df = 9, p-value = 0.1356

Para el segundo dígito con un -valor de no podemos rechazar que el segundo dígito siga una ley uniforme.

**Apartado 3**

El contraste que nos piden es

Procedemos de forma similar al caso anterior. De forma manual el cálculo es

prob\_unif=rep(1/10,10)  
prob\_unif

## [1] 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

tercer\_digito=na.omit(df\_digitos$tercer\_digito)  
n=length(tercer\_digito)   
n

## [1] 994

frec\_esp\_uniforme=n\*prob\_unif  
frec\_esp\_uniforme

## [1] 99.4 99.4 99.4 99.4 99.4 99.4 99.4 99.4 99.4 99.4

frec\_obs\_tercer=table(tercer\_digito)  
frec\_obs\_tercer

## tercer\_digito  
## 0 1 2 3 4 5 6 7 8 9   
## 96 101 88 116 97 90 110 92 95 109

chi2\_est=sum((frec\_obs\_tercer-frec\_esp\_uniforme)^2/frec\_esp\_uniforme)  
chi2\_est

## [1] 7.971831

1-pchisq(chi2\_est,10-1)

## [1] 0.5369875

pchisq(chi2\_est,10-1,lower.tail = FALSE)

## [1] 0.5369875

Con la función chisq.test obtenemos los mismo resultados

chisq.test(frec\_obs\_tercer,p=prob\_unif)

##   
## Chi-squared test for given probabilities  
##   
## data: frec\_obs\_tercer  
## X-squared = 7.9718, df = 9, p-value = 0.537

Para el segundo dígito con un -valor alto no podemos rechazar que el tercer dígito siga una ley uniforme.

**Apartado 4**

Una gráfica comparando las frecuencias

barplot(rbind(frec\_esp\_benford,frec\_obs\_primer),  
 beside=TRUE,col=c("red","blue"),  
 main="Frecuencias observadas y\n esperadas del primer dígito",  
 cex.names =0.6,xlab="Dígito",ylab="Frecuencia absoluta")  
legend("topright",legen=c("Frecuencias observadas",  
 "Frecuencias esperadas ley de Benfor"),pch=19,col=c("red","blue"),  
 cex=0.8)
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barplot(rbind(frec\_esp\_uniforme,frec\_obs\_segundo),  
 beside=TRUE,col=c("red","blue"),  
 main="Frecuencias observadas y\n esperadas del segundo dígito",  
 cex.names =0.6,xlab="Dígito",ylab="Frecuencia absoluta")  
legend("topright",legen=c("Frecuencias observadas",  
 "Frecuencias esperadas uniformes"),pch=19,col=c("red","blue"),  
 cex=0.6)
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## Problema 4 : Homegeneidad e independencia

Queremos analiza los resultados de aprendizaje con tres tecnologías. Para ello se seleccionan 3 muestras de 50 estudiantes y se les somete a evaluación después de un curso.

set.seed(2020)  
nota=factor(sample(c(1,2,3,4),p=c(0.1,0.4,0.3,0.2),replace=TRUE,size=150),  
 labels=c("S","A","N","E"))  
tecnologia=rep(c("Mathematica","R","Python"),each=50)  
frec=table(nota,tecnologia)  
frec

## tecnologia  
## nota Mathematica Python R  
## S 7 6 2  
## A 18 15 22  
## N 15 20 18  
## E 10 9 8

col\_frec=colSums(frec)  
col\_frec

## Mathematica Python R   
## 50 50 50

row\_frec=rowSums(frec)  
row\_frec

## S A N E   
## 15 55 53 27

N=sum(frec)  
teoricas=row\_frec%\*%t(col\_frec)/N  
teoricas

## Mathematica Python R  
## [1,] 5.00000 5.00000 5.00000  
## [2,] 18.33333 18.33333 18.33333  
## [3,] 17.66667 17.66667 17.66667  
## [4,] 9.00000 9.00000 9.00000

dim(frec)

## [1] 4 3

dim(teoricas)

## [1] 4 3

sum((frec-teoricas)^2/teoricas)

## [1] 5.084658

chisq.test(table(nota,tecnologia))

##   
## Pearson's Chi-squared test  
##   
## data: table(nota, tecnologia)  
## X-squared = 5.0847, df = 6, p-value = 0.533

Se pide

1. Discutid si hacemos un contraste de independencia o de homogeneidad de las distribuciones de las notas por tecnología. Escribid las hipótesis del contraste.
2. Interpretad la función chisq.test y resolved el contraste.
3. Interpretad teoricas=row\_frec%\*%t(col\_frec)/N reproducid manualmente el segundo resultado de la primera fila.

### Solución

**Apartado 1**

Podemos plantear dos hipótesis distintas. La primera es que la calificación obtenidas es independiente de la tecnología, la segunda es las distribuciones en las 4 clases de notas son las mismas para cada tecnología. En el primer caso es un contraste de independencia y en el segundo es de homogeneidad.

Podemos optar en este caso por cualquiera de los dos. Yo he optado por el de independencia

así que la hipótesis : la nota obtenida es independientes ce la tecnología del curso, contra que no lo es.

**Apartado 2** Para el contraste de independencia (o el de homogeneidad) hay que pasar una tabla de contingencia a la función chisq.test eso es lo que hacemos

table(nota,tecnologia)

## tecnologia  
## nota Mathematica Python R  
## S 7 6 2  
## A 18 15 22  
## N 15 20 18  
## E 10 9 8

chisq.test(table(nota,tecnologia))

##   
## Pearson's Chi-squared test  
##   
## data: table(nota, tecnologia)  
## X-squared = 5.0847, df = 6, p-value = 0.533

El -valor obtenido es grande así que no podemos rechazar la hipótesis nula las calificaciones obtenidas no dependen del programa utilizado en el curso.

**Apartado 3**

La expresión teoricas=row\_frec%\*%t(col\_frec)/N

row\_frec

## S A N E   
## 15 55 53 27

col\_frec

## Mathematica Python R   
## 50 50 50

row\_frec%\*%t(col\_frec)

## Mathematica Python R  
## [1,] 750 750 750  
## [2,] 2750 2750 2750  
## [3,] 2650 2650 2650  
## [4,] 1350 1350 1350

row\_frec%\*%t(col\_frec)/N

## Mathematica Python R  
## [1,] 5.00000 5.00000 5.00000  
## [2,] 18.33333 18.33333 18.33333  
## [3,] 17.66667 17.66667 17.66667  
## [4,] 9.00000 9.00000 9.00000

Así que row\_frec%\*%t(col\_frec) calcula el producto de las frecuencia marginal por filas y columnas.

Por ejemplo la segunda fila es en los tres casos

Por último al dividir por el tamaño total de las muestra obtenemos las frecuencias esperadas en el caso de independencia .

## Problema 5 : ANOVA notas numéricas de tres grupos.

El siguiente código nos da las notas numéricas (variable nota) de los mismos ejercicios para tres tecnologías en tres muestra independientes de estudiantes de estas tres tecnologías diferentes

head(nota)

## [1] 79.424303 77.538709 42.549421 41.739852 0.086642 88.014337

library(nortest)  
lillie.test(nota[tecnologia=="Mathematica"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "Mathematica"]  
## D = 0.08739, p-value = 0.4436

lillie.test(nota[tecnologia=="R"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "R"]  
## D = 0.082139, p-value = 0.5449

lillie.test(nota[tecnologia=="Python"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "Python"]  
## D = 0.089681, p-value = 0.4019

lillie.test(nota)

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota  
## D = 0.056381, p-value = 0.2885

bartlett.test(nota~tecnologia)

##   
## Bartlett test of homogeneity of variances  
##   
## data: nota by tecnologia  
## Bartlett's K-squared = 0.50309, df = 2, p-value = 0.7776

library(car)  
leveneTest(nota~as.factor(tecnologia))

## Levene's Test for Homogeneity of Variance (center = median)  
## Df F value Pr(>F)  
## group 2 0.3881 0.679  
## 147

sol\_aov=aov(nota~as.factor(tecnologia))  
sol\_aov

## Call:  
## aov(formula = nota ~ as.factor(tecnologia))  
##   
## Terms:  
## as.factor(tecnologia) Residuals  
## Sum of Squares 837.39 123445.06  
## Deg. of Freedom 2 147  
##   
## Residual standard error: 28.97865  
## Estimated effects may be unbalanced

Del summary(sol\_aov) os damos la salida a falta de algunos de los valores

> summary(sol\_aov)  
 Df Sum Sq Mean Sq F value Pr(>F)  
as.factor(tecnologia) --- 837 418.7 --- ---  
Residuals --- 123445 839.8

pairwise.t.test(nota,as.factor(tecnologia),p.adjust.method = "none")

##   
## Pairwise comparisons using t tests with pooled SD   
##   
## data: nota and as.factor(tecnologia)   
##   
## Mathematica Python  
## Python 0.35 -   
## R 0.89 0.43   
##   
## P value adjustment method: none

pairwise.t.test(nota,as.factor(tecnologia),p.adjust.method = "bonferroni")

##   
## Pairwise comparisons using t tests with pooled SD   
##   
## data: nota and as.factor(tecnologia)   
##   
## Mathematica Python  
## Python 1 -   
## R 1 1   
##   
## P value adjustment method: bonferroni

Se pide

1. ¿Podemos asegurar que la muestras son normales en cada grupo? ¿y son homocedásticas? Sea cual sea la respuesta justificad que parte del código la confirma.
2. La función aov que test calcula. Escribid formalmente la hipótesis nula y la alternativa.
3. Calcula la tabla de ANOVA y resuelve el test.
4. ¿Qué contrates realiza la función pairwise.t.test? Utilizando los resultados anteriores aplicad e interpretad los contrates del apartado anterior utilizando el ajuste de Holm.

### Solución

**Apartado 1** Este código es el que pasa un test de normalidad con la función lillie.test para la distribución de notas en cada una de las tecnologías

head(nota)

## [1] 79.424303 77.538709 42.549421 41.739852 0.086642 88.014337

library(nortest)  
lillie.test(nota[tecnologia=="Mathematica"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "Mathematica"]  
## D = 0.08739, p-value = 0.4436

lillie.test(nota[tecnologia=="R"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "R"]  
## D = 0.082139, p-value = 0.5449

lillie.test(nota[tecnologia=="Python"])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: nota[tecnologia == "Python"]  
## D = 0.089681, p-value = 0.4019

Como se ve los -valores son altos en el pero de los caso es mayor que no podemos rechazar de las notas numéricas en cada uno de los tres casos.

Para la homogeneidad de las varianzas en las tres poblaciones hacemos un bartlett.testo un LeveneTest.

bartlett.test(nota~tecnologia)

##   
## Bartlett test of homogeneity of variances  
##   
## data: nota by tecnologia  
## Bartlett's K-squared = 0.50309, df = 2, p-value = 0.7776

library(car)  
leveneTest(nota~as.factor(tecnologia))

## Levene's Test for Homogeneity of Variance (center = median)  
## Df F value Pr(>F)  
## group 2 0.3881 0.679  
## 147

Nos salen -valores del orden de o por lo que no podemos rechazar la homocedasticidad de las tres varianzas.

**Apartado 2**

La función aov calcula un test de igualdad de medias de las notas numéricas en los tres cursos.

**Apartado 3**

sol\_aov=aov(nota~as.factor(tecnologia))  
sol\_aov

## Call:  
## aov(formula = nota ~ as.factor(tecnologia))  
##   
## Terms:  
## as.factor(tecnologia) Residuals  
## Sum of Squares 837.39 123445.06  
## Deg. of Freedom 2 147  
##   
## Residual standard error: 28.97865  
## Estimated effects may be unbalanced

summary(sol\_aov)

## Df Sum Sq Mean Sq F value Pr(>F)  
## as.factor(tecnologia) 2 837 418.7 0.499 0.608  
## Residuals 147 123445 839.8

EL -valor es muy grade no podemos rechazar la igualdad de medias.

**Apartado 4**

La función pairwise.t.test compara las medias dos a dos en este caso hay 4 comparaciones por pares. Para ajustar el nivel de significación tenemos que recurrir a alguno de los métodos de ajuste del -valor que se pasan con el parámetro p.adjust.method en este caso nos piden que utilicemos el método de Holm que tenemos que calcular pues no figura en el código del enunciado.

pairwise.t.test(nota,as.factor(tecnologia),p.adjust.method = "holm")

##   
## Pairwise comparisons using t tests with pooled SD   
##   
## data: nota and as.factor(tecnologia)   
##   
## Mathematica Python  
## Python 1 -   
## R 1 1   
##   
## P value adjustment method: holm

Los tres -valores son prácticamente son 1 con el ajuste del método de Holm; o podemos rechazar las igual de medias dos a dos.

## Problema 6 : ANOVA Comparación de las tasas de interés para la compra de coches entre seis ciudades.

Consideremos el data set newcar accesible desde <https://www.itl.nist.gov/div898/education/anova/newcar.dat> de *Hoaglin, D., Mosteller, F., and Tukey, J. (1991). Fundamentals of Exploratory Analysis of Variance. Wiley, New York, page 71.*

Este data set contiene dos columnas:

* Rate (interés): tasa de interés en la compra de coches a crédito
* City (ciudad) : la ciudad en la que se observó la tasa de interés para distintos concesionarios (codificada a enteros). Tenemos observaciones de 6 ciudades.

datos\_interes=read.table(  
 "https://www.itl.nist.gov/div898/education/anova/newcar.dat",  
 skip=25)  
# salto las 25 primeras líneas del fichero,son un preámbulo qiue explica los datos.  
names(datos\_interes)=c("interes","ciudad")  
str(datos\_interes)

## 'data.frame': 54 obs. of 2 variables:  
## $ interes: num 13.8 13.8 13.5 13.5 13 ...  
## $ ciudad : int 1 1 1 1 1 1 1 1 1 2 ...

boxplot(interes~ciudad,data=datos\_interes)

![](data:image/png;base64,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)

Se pide:

1. Comentad el código y el diagrama de caja.
2. Se trata de contrastar si hay evidencia de que la tasas medias de interés por ciudades son distintas. Definid el ANOVA que contrasta esta hipótesis y especificar qué condiciones deben cumplir las muestras para poder aplicar el ANOVA.
3. Comprobad las condiciones del ANOVA con un test KS y un test de Levene (con código de R). Justificad las conclusiones.
4. Realizad el contraste de ANOVA (se cumplan las condiciones o no) y redactar adecuadamente la conclusión. Tenéis que hacedlo con funciones de R.
5. Se acepte o no la igualdad de medias realizar las comparaciones dos a dos con ajustando los -valor tanto por Bonferroni como por Holm al nivel de significación . Redactad las conclusiones que se obtienen de las mismas.

### Solución

**Apartado 1**

El código del enunciado nos carga los datos de una web, tenemos que pasar el parámetro skip=25 para que se salte las 25 primeras lineas del fichero de texto que son un preámbulo que explica los datos.

En el diagrama de caja vemos que las medias las distribuciones de la Rate por ciudad son muy distintas, no parecen tener ni medias ni varianzas iguales

**Apartado 2**

Las condiciones para realizar un ANOVA son:

* Muestras independientes y aleatorias
* Distribución normal de la Rate para las seis ciudades .
* homocedasticidad; igualdad de varianzas

El ANOVA que se pide es

**Apartado 3**

El siguiente código realiza un test KS con corrección de Llillie para la normalidad de la variable Rate en cada una de la seis ciudades

library(nortest)  
lillie.test(datos\_interes$interes[datos\_interes$ciudad==1])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: datos\_interes$interes[datos\_interes$ciudad == 1]  
## D = 0.22384, p-value = 0.2163

lillie.test(datos\_interes$interes[datos\_interes$ciudad==2])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: datos\_interes$interes[datos\_interes$ciudad == 2]  
## D = 0.22884, p-value = 0.1903

lillie.test(datos\_interes$interes[datos\_interes$ciudad==3])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: datos\_interes$interes[datos\_interes$ciudad == 3]  
## D = 0.19145, p-value = 0.4459

lillie.test(datos\_interes$interes[datos\_interes$ciudad==4])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: datos\_interes$interes[datos\_interes$ciudad == 4]  
## D = 0.11264, p-value = 0.9852

lillie.test(datos\_interes$interes[datos\_interes$ciudad==5])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: datos\_interes$interes[datos\_interes$ciudad == 5]  
## D = 0.20021, p-value = 0.3743

lillie.test(datos\_interes$interes[datos\_interes$ciudad==6])

##   
## Lilliefors (Kolmogorov-Smirnov) normality test  
##   
## data: datos\_interes$interes[datos\_interes$ciudad == 6]  
## D = 0.3494, p-value = 0.002236

No podemos rechazar la normalidad con el lillie.test en las 5 primeras ciudades, pero parece que la última está lejos de ser normal.

Ahora comprobemos que

con el test de Levene (o el de Bartlett)

library(car)  
print(leveneTest(datos\_interes$interes~as.factor(datos\_interes$ciudad)))

## Levene's Test for Homogeneity of Variance (center = median)  
## Df F value Pr(>F)  
## group 5 1.2797 0.2882  
## 48

El test de levene nos da un -valor superior a 0.28 aceptamos la igualdad de varianzas

**Apartado 4**

Resolvemos el ANOVA con el código siguiente

summary(aov(datos\_interes$interes~as.factor(datos\_interes$ciudad)))

## Df Sum Sq Mean Sq F value Pr(>F)   
## as.factor(datos\_interes$ciudad) 5 10.95 2.1891 4.829 0.00117 \*\*  
## Residuals 48 21.76 0.4533   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

El -valor es muy bajo 0.00117 rechazamos la igualdad de las seis medias, al menos hay dos distintas.

Comprobamos por gusto el -valor a partir de los datos del summary

Fest=2.1891/0.4533  
Fest

## [1] 4.829252

1-pf(Fest,5,48)

## [1] 0.001174782

pf(Fest,5,48,lower.tail = FALSE)

## [1] 0.001174782

**Apartado 5**

Comparemos las medias dos a dos son 15 comparaciones

pairwise.t.test(datos\_interes$interes,as.factor(datos\_interes$ciudad),p.adjust.method = "holm")

##   
## Pairwise comparisons using t tests with pooled SD   
##   
## data: datos\_interes$interes and as.factor(datos\_interes$ciudad)   
##   
## 1 2 3 4 5   
## 2 0.5781 - - - -   
## 3 1.0000 0.3330 - - -   
## 4 1.0000 0.4651 1.0000 - -   
## 5 1.0000 0.0926 1.0000 1.0000 -   
## 6 0.0353 1.0000 0.0148 0.0244 0.0028  
##   
## P value adjustment method: holm

Nos piden que decidamos con , así que rechazaremos la igualdad de medias de todas las comparaciones con -valor inferior a .

Tenemos que rechazar la igualdad de medias entre la ciudad 2 con la 5 y la de la ciudad 6 con las ciudades 1, 3, 4 y 5.

## Problema 7: Cuestiones cortas

* Cuestión 1: Supongamos que conocemos el -valor de un contraste. Para que valores de nivel de significación RECHAZAMOS la hipótesis nula.
* Cuestión 2: Hemos realizado un ANOVA de un factor con 3 niveles, y hemos obtenido un -valor de 0.001. Suponiendo que las poblaciones satisfacen las condiciones para que el ANOVA tenga sentido, ¿podemos afirmar con un nivel de significación que las medias de los tres niveles son diferentes dos a dos? Justificad la respuesta.
* Cuestión 3: Lanzamos 300 veces un dado de 6 caras de parchís, queremos contrastar que los resultados son equiprobables. ¿Cuáles serian las frecuencias esperadas o teóricas del contraste?
* Cuestión 4: En un ANOVA de una vía, queremos contrastar si los 6 niveles de un factor definen poblaciones con la misma media. Sabemos que estas seis poblaciones son normales con la misma varianza . Estudiamos a 11 individuos de cada nivel y obtenemos que y . ¿Qué vale . ¿Qué valor estimamos que tiene ?
* Cuestión 5: Calculad la correlación entre los vectores de datos , .
* Cuestión 6: De estas cuatro matrices, indicad cuáles pueden ser matrices de correlaciones, y explicad por qué.

, , , .

### Solución

**Cuestion 1**: Rechazamos la hipótesis nula para todos los niveles de significación menores que el -valor.

**Cuestion 2**: No, no podemos afirmar eso. Lo que sabemos después de rechazar un ANOVA es que hay al menos dos medias distintas.

**Cuestion 3**: pues son

probs=c(1/6,1/6,1/6,1/6,1/6,1/6)  
frec.esp=300\*probs  
frec.esp

## [1] 50 50 50 50 50 50

**Cuestion 4** $SS\_E=SS\_{Total}-SS-{Tr}=256.6-60.3=196.3.

El número de observaciones totales es y el número de niveles del factor es .

El estimador de la varianza conjunto es

\***Cuestión 5**

x=c(1,3,4,4)  
y=c(2,4,12,6)  
cor(x,y)

## [1] 0.7637626

**Cuestión 6**

Son matrices de correlaciones 2x2 sabemos que la diagonal tiene que ser 1 pues es la correlación de una variable consigo misma. También sabemos que así que la matriz debe ser simétrica. Además .

no es simétrica, no tiene la diagonal de unos y tienen valores mayores que 1 luego estas tres matrices no son de correlaciones. La única matriz que cumple todas las condiciones es la .