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Abstract

Evidence-based mental health programs have long conceptualized mental disorders in terms of interactions between thoughts, feelings, behaviours and external factors.

Idiographic network models are a relatively novel way of modeling such intra-individual psychological processes. However, these methods are not without limitations, and concerns have been raised about the stability and accuracy of estimated networks.

While methods to assess network parameter accuracy have been developed for cross-sectional data, no such method exists for single-subject data. The extend to which idiographic networks are stable, or vary over time, is unknown.

In the current work, we reanalyse daily symptom records of people with personality disorders to explore the stability of idiographic networks over time, as well as the degree to which network stability varies across individuals. We further explore antecents that may relate to inter-individual variation in network stability using predictive LASSO regression.
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# Introduction

## Idiographic psychological networks

Idiographic network models are of growing interest to clinical psychology because they may address two recently voiced calls in clinical psychology: Firstly, there seems to be a need for psychological research to re-orient towards idiographic methods that study intra-individual processes as opposed to group-level differences (Molenaar, 2004). Secondly, scholars are proposing a paradigm shift away from reductionism towards studying the complexity of psychological phenomena. The Network theory of mental disorders (Borsboom & Cramer, 2013; Cramer, Waldorp, Maas, & Borsboom, 2010) attempts to integrate psychology with insights and methods from complexity science, proposing a novel but well-received theoretical framework to study and understand the underpinnings of psychopathology. The network theory of mental disorders conceptualizes psychopathology as an emergent state of dynamically interacting psychological symptoms and states, as well as factors external to this system. This account seems closely aligned with established clinical practices where informal case conceptualizations in form of path diagrams are used to describe the proposed mechanisms of a given disorder (Burger et al. (2020), Scholten, Lischetzke, and Glombiewski (2020)).

With the ongoing development of statistical methods to visualize and quantify such system’s structures and behaviors, called psychological networks (Epskamp, Borsboom, & Fried, 2018), an increasing body of research is now applying this framework to study symptom networks in people with mental disorders. Psychological networks consist of elements (nodes) and their pairwise interactions (edges), together forming a complex system. Nodes represent psychological or other variables, such as psychological or somatic symptoms, stressors, or behaviors. Edges represent pairwise relationships between these variables. These relationships may be directed or undirected, positive or negative, and can differ in strength. These associations and are thought to result from of a multitude of mechanisms which may not necessarily be known or defined.

## Temporal stability of networks

Most of the early psychological network research focused on group-level analyses and cross-sectional comparisons, mainly for practical reasons such as availability of existing data-sets. Few studies have investigated longitudinal network stability at a group level (e.g., in veterans pre- to post-combat, Segal et al. (2020); military veterans, Stockert, Fried, Armour, and Pietrzak (2018); among adolescent earthquake survivors, Ge, Yuan, Li, Zhang, and Zhang (2019); and in patients with Anxiety and Depression, Curtiss, Ito, Takebayashi, and Hofmann (n.d.) ).

Besides group-level analyses, there is growing interest in idiographic network models of intra-individual symptom dynamics. Researchers in clinical psychology in particular hope that such models could resolve what is known as the Therapist’s dilemma (eg., Frumkin, Piccirillo, Beck, Grossman, and Rodebaugh (2020), Howe, Bosley, and Fisher (2020), Caviglia and Coleman (2016), Hoffart and Johnson (2020)). In clinical psychology research, not only momentary network structures are of interest, but especially *changes* in network structure over time. For example, changes in network structure may indicate therapeutic progress (Thonon, Van Aubel, Lafit, Della Libera, & Larøi, 2020) or relapse (Wichers, Groot, & Psychosystems, 2016). Even subtle changes in network structure are of interest, as they are thought to act as potential early warning signals which may predict future major change, i.e. a system’s phase transition from a healthy attractor state to a disordered one. For example, signs of critical slowing down, showing as increased auto-correlations and variances of items, have been demonstrated to signal a patient’s relapse into depression upon stopping antidepressant treatment (Wichers, Groot, and Psychosystems (2016); for similar work on resilience, see Kuranova et al. (2020)).

Empirical work is published in which differences in network structures are interpreted at face value. For example, Thonon, Van Aubel, Lafit, Della Libera, and Larøi (2020) followed three psychiatric patients over the course of treatment and interpreted changes in idiographic network structures over time as additional evidence for and a description of the observed therapeutic change. Such a substantial interpretation of network instability hinges on the assumption that differences in estimated network parameters accurately reflect change in the data-generating mechanism. This assumption rests on two conditions: First, parameter estimates need to be an accurate reflection of the true underlying relationship. Second, the underlying mechanism would have remained stable if no intervention took place (related to the assumption of stationarity made during model estimation). Neither of these conditions can currently be evaluated in rigorous ways for idiographic network models. Methods to assess the accuracy of parameter estimates have been developed for group-level estimation procedures (Epskamp, Borsboom, & Fried, 2018), but are not yet available for idiographic estimation methods. The degree to which underlying dynamic psychological processes are stable within individuals over time is unclear. Current literature investigating the temporal stability of idiographic networks mostly focuses on settings where change is expected to occur, e.g., in response to psychological treatment (Thonon, Van Aubel, Lafit, Della Libera, & Larøi, 2020), discontinuation of antidepressant medication (Wichers, Groot, & Psychosystems, 2016), or the COVID-19 pandemic (Emorie D. Beck & Jackson, 2021). To our knowledge, only one study has investigated the temporal stability of psychological networks in situations where no change would be expected. Emorie D. Beck and Jackson (2020) investigated the consistency of idiographic personality over the course of two years. They reported high consistency among contemporaneous associations, low consistency of temporal associations, and considerable interpersonal variability in the stability of networks.

## Aim of this study

The present study aims to assess the stability of idiographic networks of psychopathology, as well as exploring potential person-specific factors and statistical factors predicting interpersonal variation in temporal network stability.

We will address the following research questions:

RQ1: How stable are estimated idiographic network structures over time?

RQ2: What factors, person-specific or of statistical nature, predict inter-individual variation in intra-individual replicability?

To this end, we re-analyze daily diary data collected in a clinical sample of people diagnosed with a personality disorder (Aidan G. C. Wright, Beltz, Gates, Molenaar, & Simms, 2015; Aidan G. C. Wright, Hopwood, & Simms, 2015; Aidan G. C. Wright & Simms, n.d.). Participants (N=116) provided once-daily ratings of their mood, behaviors, and daily stressors over the course of 100 consecutive days. To assess intra-individual stability of idiographic networks, we will fit separate idiographic networks on the first and last 50 days of measurement. Network structures of each individual’s first vs. last 50 days of measurements will be compared by correlating estimated path estimates, with high correlation indicating high temporal stability. Finally, person-specific antecedents and statistical factors will be tested for their ability to predict interindividual variation in network stability using predictive LASSO regression.

## Data Set

A summarized version of the data are published HERE, an overview of all available variables can be found in Appendix A.

The original study design by which the data were collected are described in detail in previous publications (Aidan G. C. Wright, Beltz, Gates, Molenaar, & Simms, 2015; Aidan G. C. Wright, Hopwood, & Simms, 2015; Aidan G. C. Wright & Simms, n.d.). The study investigated daily dynamics in affect, stress, andexpressions of personality disorder, along with some lifestyle variables such as self-reported sleep, drug and alcohol use, and overall functioning. Participants were recruited from an ongoing clinical study (N=628, Simms et al. (2011)) that targeted individuals who had received psychiatric treatment within the previous two years, recruited via flyers distributed at mental health clinics across Western New York, USA. They were invited for study participation if they met the diagnostic requirements of any personality disorder during the initial structured clinical interview conducted for the parent study (SCID-II, TODO REF), and if they had daily internet access via a computer or mobile device. 116 participants were initially enrolled, of which 101 participants completed at least 30 of the desired 100 daily measurements.

Participants completed daily measurements over the course of 100 consecutive days. Participants completed surveys at roughly the same time each night, depending on their individual schedule. Therefore, therefore, this data set is expected to meet the assumption of roughly equal time intervals in between measurements (Epskamp, 2020). Furthermore, the original authors reported stability of means and variances of expressions of daily psychopathology in Aidan G. C. Wright and Simms (n.d.), indicating that the assumption of stationarity may be realistic (Epskamp, 2020). Participants started measurements asynchronically, so that no sample-wide history effects should affect our results on longitudinal within-person stability of estimated networks.

## Analysis plan

### Data pre-processing:.

1. Missing data:

Participants with more than 30 days of non-response, or more than 15 in either the first or last 50 days of measurement, will be excluded from the analyses. Remainign missing data points of daily diary variables will be imputed using the Kalman Filter (Harvey, 1989) , which has been shown to perform well in simulation studies (Mansueto, Wiers, van Weert, Schouten, & Epskamp, 2020).

1. Detrending linear effects

Variables used for network estimation will be linearly detrended across the 100 day time course, at the level of the individual.

### RQ1: Temporal stability estimation.

#### Variable selection.

Because we expect high heterogeneity in sample in terms of which items apply to an individual’s experience and variables with high negative skew (e.g. most responses being zero) are problematic for model estimation (violates model assumptions and can lead to non-convergence). We further want to make the variable selection process reproducible by basing the decision process on statistical criteria. Selecting variables purely based on statistical properties may result in networks that include only highly similar, closely related variables. Also, as resulting estimates of network stability depend on which variables are included in the network, having vastly different idiographic networks may confound these estimates. Therefore, want to optimize variable selection in a way that makes idiographic networks somewhat comparable across individuals, while capturing the unique behaviors that are related to individual psychopathology. We thus took a hybrid approach of variable selection based ontheoretical as well as statistical grounds:

Each idiographic network will include 3 composite variables (sum scores) which are common across participants: Positive Affect, Negative Affect, and Stress Severity. Further, we will include single-item variable capturing daily functioning. Per subject, two additional variables will be selected according to their rank on the following scoring algorithm:

Ranking metric = (1 - Shapiro-Wilk test statistic) \* prop completed assessments T1 \* proportion completed assessments T2

The Shapiro-Wilk test statistic tests the null hypothesis that a variable is sampled from a normal distribution, ranging from 0 to 1 Shapiro & Wilk (1965).

#### Network estimation.

Idiographic network models will be estimated on an individual basis. Contemporaneous and temporal (Lag-1) associations will be estimated in form of a Gaussian Graphical Model using the open-source R package *graphicalVAR* (Epskamp, Waldorp, Mõttus, & Borsboom, 2018).   
Lag-1 VAR models estimate temporal associations by predicting each variable by all variables in the network at the previous time point, including itself, using multivariate linear regression. The tuning parameter , controlling the degree of regularization, will be set to 0.5 (default in R). Should this result in predominantly empty networks, will be reduced to 0.25 or 0. All applied variations to and their effects on the results will be reported.

#### Network comparisons.

As an index of temporal stability, we compare idiographic networks estimated for the first and last 50 days of measurement by correlating estimated network edge weights. Other conceptualizations and tests of network similarity have been proposed, the most popular one being the Network Comparison Test (NCT, Borkulo et al. (2017) ). However, performance of the NCT in sample sizes as small as 50 is unknown, as it has been tested and applied mostly for large-scale cross-sectional studies.

### Exploratory analysis of contributing factors:.

The following baseline variables will be included tested as predictors:

- Sex

- Age

- Income

- past six months: Happy

- past six months: Mobility

- past six months: Impulse

- past six months: Relationships

- past six months: Work

- past week: Suicidality

- past year: Operation

- Handicap

- Cigarette

- Alcohol

- Substance

- Time since last psychological treatment (including “never”)

- Treatment provider (as ordinal scale)

- Comorbid / previously diagnosed depression

- Comorbid / previously diagnosed Anxiety

- Comorbid / previously diagnosed Substance abuse or other addiction (merge level 2 and 3, see codebook)

- Comorbid / previously diagnosed Schizophrenia

- Comorbid / previously diagnosed Eating Disorder

- Relationship / Family problems

- Life Satisfaction (Mean, Satisfaction with Life Scale)

- Neuroticism (NEO-FFI)

- Extraversion (NEO-FFI)

- Openness (NEO-FFI)

- Agreeableness (NEO-FFI)

- Conscientiousness (NEO-FFI)

The following statistical aspects will be included as predictors:

- Total number of imputed data points per individual: Due to the imputation process, higher proportions of missing data may inflate estimates of temporal stability

## RQ2: LASSO predictive regression

To test which person-specific attributes or statistical factors predict temporal network stability, we use predictive regression with least absolute shrinkage and selection operator (LASSO, Tibshirani (1996), McNeish (2015) ) regularization. In predictive regression, a model is optimized for it’s ability to predict the outcome variable in a novel sample (Westfall & Yarkoni, 2016). This is in contrast to the more commonly used explanatory regression, in which model parameters are optimized to explain maximum variance in the observed sample, which can lead to overfitting and poor out-of sample utility. LASSO regularization shrinks small beta coefficients to zero, effectively excluding less relevant predictors from the model. The amount of shrinkage applied, determined by the tuning parameter lambda, is optimized for predictive accuracy using K-fold cross-validation. Using LASSO regularization, we can explore a wide range of potential predictors while selecting a parsimonious model without relying om arbitrary significance cut-offs or prior theory for variable selection. Data will be spit at random into a training set (80% of cases) and test set (20% of cases), fixing the random number generator at 1821 for reproducibility of the analysis. The training set will be used for model estimation using K-fold cross validation with 5 folds. Missing data (e.g. due to network model non-convergence or missing baseline variables) will be handled using listwise deletion. The model with least prediction error during cross validation will be tested for out-of sample predictive accuracy in the test set. If predictive accuracy is satisfactory (root mean squared error <.20, meaning predicted correlation coefficients are within +/- .10 of original correlation coefficient estimates , the resulting model will be fit on the complete data set to extract unbiased parameter estimates and estimated variance explained.

# Results

# Discussion

### Implications.

* relate to stationarity assumption
* relate to idea of monitoring change, critical slowing down, phase transitions, ROM
* implications for feasibility of this approach for research and applications, ie power, study designs
* propose ideas for further research on this

### Implications of high stability.

* assumption of stationarity realistic?

### Implications of low stability.

* underpowered? (in)stability of estimates?
* warrants caution regarding the inferences we draw (momentary impression of item correlations in certain period of time vs. stable process which extends beyond this period and could inform interventions (TODO: related to predictive value of networks?)
* measurement error assumption: are we just capturing noise? (unlikely but still an issue to think about)
* is extending measurement period instead of increasing frequency a good solution, eg. with planned missingness, or is non-stationarity and low replicability too much of concern?

### Limitations.

* ACCURACY OF ESTIMATES UNKNOWN: Uncertainty around parameter estimates is unknown. We cannot know whether dissimilarity of networks is due to unreliable estimates (too low power, measurement error) or because underlying data-generating process changes (non-stationarity, important variables missing from network)
* limitations of this data set for this research q (e.g. sample size / power)
* constraints to generalizability (population, designs, time frame, estimation method)
* We focus on similarity of global network structure, but there are many more ways to descibe and interpret networks which may or may not be relevant for replicability: network comparison test, predictive networks models, sensitivity and specificity of recovered edges if true network (assumed to be) known
* Kalman imputation assumes MCAR, but likely there is some bias.
* Important assumption made by (idiographic) network models is that constructs were measured without error. Little published research on this, but eg. SchreuderEtAl2020 assessed participants interpretation of EMA items over the course of 6 months and concluded interpretation was consistent. Changes in item interpretation also known as measurement invariance or response shift bias.

### Conclusion.
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