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# ALGORITHM ANALYSIS

## Objective

Study and analyze different sorting algorithms, including merge sort, quick sort, heap sort and one for my choice.

## Tasks:

1. Implement the algorithms listed above in a programming language
2. Establish the properties of the input data against which the analysis is performed
3. Choose metrics for comparing algorithms
4. Perform empirical analysis of the proposed algorithms
5. Make a graphical presentation of the data obtained
6. Make a conclusion on the work done.

## Theoretical Notes:

An alternative to mathematical analysis of complexity is empirical analysis, which can provide useful information about the efficiency of algorithms. The stages of empirical analysis typically include:

1. Establishing the purpose of the analysis.
2. Choosing an efficiency metric, such as the number of operations executed or the execution time of the algorithm or a portion of it.
3. Defining the properties of the input data that the analysis will be based on, such as size or specific properties.
4. Implementing the algorithm in a programming language.
5. Generating multiple sets of input data.
6. Running the program for each set of input data.
7. Analyzing the obtained data.

The choice of the efficiency measure depends on the purpose of the analysis. For example, if the goal is to obtain information about the complexity class or verify a theoretical estimate, the number of operations performed is appropriate, while the execution time is more relevant if the aim is to evaluate the implementation of the algorithm.

It is important to use multiple sets of input data to reflect the different characteristics of the algorithm, covering a range of sizes and different values or configurations of input data. To obtain meaningful results, it is crucial to use input data that reflects the range of situations the algorithm will encounter in practice.

To perform empirical analysis of an algorithm's implementation in a programming language, monitoring sequences are introduced to measure the efficiency metric. If the efficiency metric is the number of operations executed, a counter is used to increment after each execution. If the metric is execution time, the time of entry and exit must be recorded. Most programming languages have functions to measure the time elapsed between two moments, and it is important to only count the time affected by the execution of the analyzed program, especially when measuring time.

After the program has been run for the test data, the results are recorded and either synthetic quantities, such as mean and standard deviation, are calculated or the results are represented graphically as pairs of points in the form of (problem size, efficiency measure).

## Introduction:

Sorting algorithms are essential in programming, and they have been in use for centuries. Sorting is a process of arranging data or information in a specific order, either in ascending or descending. Sorting algorithms are used in various applications like data processing, searching, and decision-making. There are many sorting algorithms available, and the choice of algorithm depends on the size of the dataset, the distribution of the data, and the available memory.

The history of sorting algorithms dates back to ancient times when people used to sort goods in markets. In the early 1940s, computer scientists started working on sorting algorithms for computers. One of the first sorting algorithms was Bubble Sort, which was introduced in 1956. It is a simple sorting algorithm that is easy to understand and implement, but it has poor time complexity and is not suitable for large datasets.

In the 1960s, Quick Sort and Merge Sort were introduced. Quick Sort is a fast algorithm with good time complexity, but it is less stable than other sorting algorithms. Merge Sort, on the other hand, is a stable sorting algorithm that has a better time complexity than Bubble Sort and Quick Sort.

Heap Sort was introduced in the 1970s and is based on the Heap data structure. Heap Sort has an efficient time complexity and is suitable for large datasets.

In summary, sorting algorithms are crucial in programming, and they have evolved over time. The choice of sorting algorithm depends on various factors like the size of the dataset, the distribution of the data, and the available memory. Understanding the characteristics of different sorting algorithms can help programmers choose the most appropriate one for their needs.

## Comparison Metric:

The comparison metric for this laboratory work will be considered the time of execution of each algorithm (T(n))

## Input Format:

As input, each algorithm will receive five series of numbers:

* Small array of 100 random elements
* Medium array of 10’000 random elements
* Large array of 1’000’000 random elements
* Large sorted array
* Large partially sorted array (1 : 1 sorted and unsorted parts)

# 

# IMPLEMENTATION

The five algorithms will be implemented without optimization in Python and evaluated based on their completion time. The results obtained may resemble those of other similar experiments, but the specific performance in relation to the input size may vary depending on the memory specifications of the device being used.

## Merge Sort Algorithm

# CONCLUSION