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Abstract

Explanatory data analysis is a major part of any machine learning project.The determination of the correlation of attributes with one another is very important in order to figure out the variables via which we need to train our model.Titanic Disaster dataset comprises of details about various passengers who boarded the titanic and whether they survived the accident or not.Data analysis on this dataset points toward the features which determined the possibility of survival of any passenger.

Current Progress

Our final goal is to train a model which correctly predicts whether a passenger survives or not depending on various attributes of a particular passenger.We have already done data analysis on the dataset available for the titanic disaster which is available on Kaggle.com.After pictorial representation of various features vs the probability of survival few features came out to be more dominant in predicting the survival possibility of a passenger than the others.The sex of a passenger proved to be a major factor,females had a higher rate of survival in contrast to their male counterparts.Passengers travelling in first and second class had a better chance of surviving than those travelling in third class.Similarly passengers with age less than 16 years were given more priority when it came to saving lives.On the other hand attributes like embarked I.e. from which port the ship was boarded did not have any remarkable effect on the chances of survival of the passenger.Same goes with passenger name and whether he or she was travelling with family or not.

We used these results which we obtained from data analysis to train a model on the principles of logistic regression where we used sex as the independent variable.We kept the size of test data set as 20% of the training data set and got an accuracy of about 81%.After this we used two attributes as independent parameters namely sex and passenger class by giving them equal weights and the accuracy increased to 83.5%.Our main goal is to increase this accuracy as much as possible by using the best suitable combination of various attributes.We have used python libraries such as numpy,matplotlib and pandas for pictorial representation of data which helped us in determining these attributes.

**Future Plans**

The next step is to excel in data analysis by taking into account many other data sets.We have already started working on a data set containing housing prices in California.This data set requires us to find various attributes via which we can predict the price of houses in California.This requires application of Linear Regression on various attributes to plot a function which gives us the pricing house as result in which weights of the various dependent parameters are determined by the machine via learning in order to reduce the mean squared error and root mean squared error.We have already trained the model and are working on it in order to improve its accuracy.