第7章 集合与搜索

**一、复习要点**

集合是最基本的抽象数据类型之一。本章讨论了集合的三种存储表示：位数组表示、有序链表表示、并查集。在本章的后半部分，讨论了与集合相关的搜索方法和简单的性能分析方法，包括适用于静态搜索表的顺序搜索和折半搜索及代表动态搜索表的二叉搜索树和AVL树。可以使用扩充的二叉搜索树描述顺序搜索和折半搜索，从而推导出估算搜索效率的公式。静态搜索表在整个程序的运行期间结构不会变化，其搜索效率随着表中对象的个数n不断增长。动态搜索表因各个对象的输入顺序不同，得到的搜索表的形态不同，典型的是二叉搜索树。在具有n个对象的二叉搜索树中，搜索效率最高的是高度最低的二叉搜索树。为确保二叉搜索树始终保持搜索效率最高，必须在输入新的对象时判断二叉搜索树是否“失去平衡”，并进行适当的平衡旋转，使二叉搜索树的高度降到最低。这就是AVL树。在AVL树的讨论中，4种平衡旋转，选择参加平衡旋转的3个结点是关键，必须加以注意。

本章复习的要点是：

**1、**基本知识点

必须理解集合及其表示方法，包括位数组表示、有序链表表示及其相关操作的实现算法集合及其表示。理解并查集实现的方法。理解搜索的概念，理解静态搜索表结构，掌握静态搜索表的顺序搜索和折半搜索算法及其性能分析方法。掌握二叉搜索树的表示、搜索、插入、删除算法及其性能分析方法，掌握AVL树的构造、插入、删除时的调整方法及其性能分析，重点是AVL树的定义、平衡化旋转、AVL树的插入和删除、AVL树的高度。

**2、**算法设计

⮚ 用有序链表表示集合时的求集合的并、交、差的算法

⮚ 并查集中的构造函数、求根及合并算法

⮚ 并查集中根据树的高度和根据树中结点个数进行合并的算法

⮚ 设置监视哨的顺序搜索算法和不设监视哨的顺序搜索算法

⮚ 有序顺序表的顺序搜索算法

⮚ 有序顺序表的折半搜索的递归算法和非递归算法

⮚ 二叉搜索树的搜索、插入和删除算法

⮚ 计算AVL树中指定结点高度的递归算法及利用此算法计算结点平衡因子的算法

**二、难点和重点**

1、集合的概念：集合的基本运算、集合的存储表示

* 用位数组表示集合时集合基本运算的实现
* 用有序链表表示集合时集合基本运算的实现

1. 并查集：并查集定义、并查集的三种基本运算的实现

3、基本搜索方法

* 对一般表的顺序搜索算法(包括有监视哨和没有监视哨)
* 对有序顺序表的顺序搜索算法，包括递归和非递归算法
* 用判定树(即扩充二叉搜索树)描述有序顺序表的顺序搜索，以及平均搜索长度(成功与不成功)的计算。
* 对有序顺序表的折半搜索算法、包括递归和非递归算法
* 用判定树(即扩充二叉搜索树)描述有序顺序表的折半搜索，以及平均搜索长度(成功与不成功)的计算。

4、二叉搜索树

* 动态搜索树与静态搜索树的特性
* 二叉搜索树的定义、二叉搜索树上的递归和非递归搜索算法
* 二叉搜索树搜索时的平均搜索长度(成功与不成功)的计算
* 二叉搜索树的插入与删除算法
* AVL树结点上的平衡因子、AVL树的平衡旋转方法
* 高度为h的AVL树上的最少结点个数与最多结点个数
* AVL树的搜索方法、插入与删除方法(不要求算法)

**三、教材中习题的解析**

7-1 设A = **{** 1, 2, 3 **}**, B = **{** 3, 4, 5 **}**，求下列结果：

(1) A + B (2) A \* B (3) A - B

(4) A.Contains (1) (5) A.AddMember (1) (6) A.DelMember (1) (7) A.Min ( )

【解答】

(1) 集合的并A + B = **{** 1, 2, 3, 4, 5 **}**

(2) 集合的交A \* B = **{** 3 **}**

(3) 集合的差A - B = **{** 1, 2 **}**

(4) 包含A.Contains (1) = 1，表示运算结果为"True"

(5) 增加A.AddMember (1)，集合中仍为**{** 1, 2, 3 **}**，因为增加的是重复元素，所以不加入

(6) 删除A.DelMember (1)，集合中为**{** 2, 3 **}**

(7) 求最小元素A.Min ( )，结果为1

7-2 试编写一个算法，打印一个有穷集合中的所有成员。要求使用集合抽象数据类型中的基本操作。如果集合中包含有子集合，各个子集合之间没有重复的元素，采用什么结构比较合适。

【解答】

集合抽象数据类型的部分内容

**template <class Type> class** Set **{**

//对象: 零个或多个成员的聚集。其中所有成员的类型是一致的, 但没有一个成员是相同的。

**int** Contains ( **const Type** x )**;** //判元素x是否集合**this**的成员

**int** SubSet ( Set <**Type>&** right )**;** //判集合**this**是否集合right的子集

**int operator** == ( Set **<Type>&** right )**;** //判集合**this**与集合right是否相等

**int** Elemtype ( )**;** //返回集合元素的类型

**Type** GetData ( )**;**  //返回集合原子元素的值

**char** GetName ( )**;**  //返回集合**this**的集合名

Set <**Type**>\* GetSubSet ( )**;** //返回集合**this**的子集合地址

Set <**Type**>\* GetNext ( )**;** //返回集合**this**的直接后继集合元素

**int** IsEmpty ( )**;** //判断集合**this**空否。空则返回1, 否则返回0

**};**

**ostream& operator** << ( **ostream&** out, Set <**Type**> t ) **{**

//友元函数, 将集合t输出到输出流对象out。

t.traverse ( out, t )**; return** out**;**

**}**

**void** traverse ( **ostream&** out, Set <**Type**> s ) {

//友元函数, 集合的遍历算法

**if** ( s.IsEmpty ( ) == 0 ) **{**  //集合元素不空

**if** ( s.Elemtype ( ) == 0 ) out << s.GetName ( ) << ‘{’**;** //输出集合名及花括号

else if ( s.Elemtype ( ) == 1 ) **{** //集合原子元素

out << s.GetData ( )**;**  //输出原子元素的值

**if** ( s.GetNext ( ) != NULL ) out << ‘,’**;**

**}**

**else {** //子集合

traverse ( s. GetSubSet ( ) )**;** //输出子集合

**if** ( s.GetNext ( ) != NULL ) out << ‘,’**;**

**}**

traverse ( s.GetNext ( ) )**;** //向同一集合下一元素搜索

**}**

**else** out << ‘}’**;**

**}**

如果集合中包含有子集合，各个子集合之间没有重复的元素，采用广义表结构比较合适。也可以使用并查集结构。

7-3 当全集合可以映射成1到N之间的整数时，可以用位数组来表示它的任一子集合。当全集合是下列集合时，应当建立什么样的映射？用映射对照表表示。

1. 整数0, 1, …, 99

(2) 从n到m的所有整数，n ≤ m

(3) 整数n, n+2, n+4, …, n+2k

(4) 字母 ‘a’, ‘b’, ‘c’, …, ‘z’

(5) 两个字母组成的字符串, 其中， 每个字母取自 ‘a’, ‘b’, ‘c’, …, ‘z’。

【解答】

(1) i → i的映射关系，i = 0, 1, 2, …, 99

(2) i → n-i 的映射关系，i = n, n+1, n+2, …, m

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 0 | 1 | 2 |  | m-n |
| n | n+1 | n+2 | … | m |

(3) i → (i-n)/2 的映射关系，i = n, n+2, n+4, …, n+2k

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 0 | 1 | 2 |  | k |
| n | n+2 | n+4 | … | n+2k |

(4) ord (c) → ord (c) - ord ('a') 的映射关系，c = 'a', 'b', 'c', …, 'z'

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 0 | 1 | 2 |  | 25 |
| 'a' | 'b' | 'c' | … | 'z' |

(5) (ord (c1) - ord ('a') )\*26 + ord (c2) - ord ('a')的映射关系，c1 = c2 = 'a', 'b', 'c', …, 'z'

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 0 | 1 | 2 |  | 675 |
| 'aa' | 'ab' | 'ba' | … | 'zz' |

7-4 试证明：集合A是集合B的子集的充分必要条件是集合A和集合B的交集是A。

【证明】

必要条件：因为集合A是集合B的子集，有A ⊆ B，此时，对于任一x ∈ A，必有x ∈ B，因此可以推得x ∈ A∩B，就是说，如果A是B的子集，一定有A∩B = A。

充分条件：如果集合A和集合B的交集A∩B是A，则对于任一x ∈ A，一定有x ∈ A∩B，因此可以推得x ∈ B，由此可得A ⊆ B，即集合A 是集合B的子集。

7-5 试证明：集合A是集合B的子集的充分必要条件是集合A和集合B的并集是B。

【证明】

必要条件：因为集合A是集合B的子集，有A ⊆ B，此时，对于任一x ∈ A，必有x ∈ B， 它一定在A∪B中。另一方面，对于那些x' ∉ A, 但x' ∈ B的元素，它也必在A∪B中，因此可以得出结论：凡是属于集合B的元素一定在A∪B中，A∪B = B。

充分条件：如果存在元素x ∈ A且x ∉ B，有x ∈ A∪B，但这不符合集合A和集合B的并集A∪B是B的要求。集合的并A∪B是集合B的要求表明，对于任一x ∈ A∪B，同时应有x ∈ B。对于那些满足x' ∈ A的x'，既然x' ∈ A∪B，也应当x' ∈ B，因此，在此种情况下集合A应是集合B的子集。

7-6 设+、\*、-是集合的或、与、差运算，试举一个例子，验证

A + B = (A - B) + (B - A) + A \* B

【解答】

若设集合A = { 1, 3, 4, 7, 9, 15 }，集合B = { 2, 3, 5, 6, 7, 12, 15, 17 }。则

A + B = { 1, 2, 3, 4, 5, 6, 7, 9, 12, 15, 17 }

又A \* B = { 3, 7, 15 }, A – B = { 1, 4, 9 }, B – A = { 2, 5, 6, 12, 17 }

则 (A – B) + (B – A) + A \* B = { 1, 2, 3, 4, 5, 6, 7, 9, 12, 15, 17 }

有 A + B = (A – B) + ( B – A ) + A \* B。

7-7 给定一个用无序链表表示的集合，需要在其上执行operator+( ), operator\*( ), operator- ( ), Contains(x), AddMember (x), DelMember(x), Min( )，试写出它的类声明，并给出所有这些成员函数的实现。

【解答】

下面给出用无序链表表示集合时的类的声明。

**template <class Type> class** Set**;** //用以表示集合的无序链表的类的前视定义

**template <class Type> class** SetNode **{**  //集合的结点类定义

**friend class** SetList<**Type>;**

**private:**

**Type** data**;** //每个成员的数据

SetNode **<Type>** \*link**;** //链接指针

**public:**

SetNode (**const Type&** item ) **:** data (item), link (NULL)**;** //构造函数

**};**

**template <class Type> class** Set **{**  //集合的类定义

**private:**

SetNode <**Type**> \*first, \*last**;** //无序链表的表头指针, 表尾指针

**public:**

SetList ( ) **{** first = last = **new** SetNode <**Type**>(0)**; }** //构造函数

~SetList ( ) **{** MakeEmpty ( )**; delete** first**; }** //析构函数

**void** MakeEmpty ( )**;** //置空集合

**int** AddMember ( **const Type&** x )**;** //把新元素x加入到集合之中

**int** DelMember ( **const Type&** x )**;** //把集合中成员x删去

Set <**Type>& operator** = ( Set <**Type>&** right )**;** //复制集合right到**this**。

Set <**Type> operator** + ( Set <**Type>&** right )**;** //求集合**this**与集合right的并

Set **<Type> operato**r \* ( Set <**Type>&** right )**;**  //求集合**this**与集合right的交

Set <**Type> operator** - ( Set <**Type>&** right )**;**  //求集合**this**与集合right的差

**int** Contains ( **const Type&** x )**;**  //判x是否集合的成员

**int operator** == ( Set <**Type>&** right )**;** //判集合**this**与集合right相等

**Type&** Min ( )**;** //返回集合中的最小元素的值

**}**

1. **operator** + ( )

**template <class Type**> Set <**Type>** Set <**Type> :: operator** + ( Set <**Type>&** right ) **{**

//求集合**this**与集合right的并, 计算结果通过临时集合temp返回，**this**集合与right集合不变。

SetNode <**Type>** \*pb = right.first->link**;** //right集合的链扫描指针

SetNode <**Type>** \*pa, \*pc**;** //**this**集合的链扫描指针和结果链的存放指针

Set <**Type>** temp**;**

pa = first->link**;**  pc = temp.first**;**

**while** ( pa != NULL ) **{** //首先把集合**this**的所有元素复制到结果链

pc->link = **new** SetNode<**Type**> ( pa->data ) **;**

pa = pa->link**;** pc = pc->link**;**

**}**

**while** ( pb != NULL ) **{** //将集合right中元素逐个拿出到**this**中查重

pa = first->link**;**

**while** ( pa != NULL **&&** pa->data != pb->data ) pa = pa->link**;**

**if** ( pa == NULL ) //在集合**this**中未出现, 链入到结果链

**{** pc->link = **new** SetNode<**Type**> ( pa->data )**;** pc = pc->link**; }**

pb = pb->link**;**

**}**

pc->link = NULL**;**  last = pc**;**  //链表收尾

**return** temp**;**

**}**

(2) **operator** \* ( )

**template <class Type>** Set <**Type>** Set <**Type> :: operator** \* ( Set <**Type>&** right ) **{**

//求集合**this**与集合right的交, 计算结果通过临时集合temp返回，**this**集合与right集合不变。

SetNode<**Type**> \*pb = right.first->link**;** //right集合的链扫描指针

Set <**Type**> temp**;**

SetNode <**Type>** \*pc = temp.first**;** //结果链的存放指针

**while** ( pb != NULL ) **{** //将集合right中元素逐个拿出到**this**中查重

SetNode<**Type>** \*pa = first->link**;**  //**this**集合的链扫描指针

**while** ( pa != NULL ) **{**

**if** ( pa->data == pb->data ) //两集合公有的元素, 插入到结果链

{ pc->link = **new** SetNode<**Type**> ( pa->data )**;** pc = pc->link**; }**

pa = pa->link**;**

**}**

pb = pb->link**;**

**}**

pc->link = NULL**;** last = pc**;**  //置链尾指针

**return** temp**;**

**}**

(3) **operator** - ( ),

**template <class Type**> Set <**Type>** Set <**Type> :: operator** - ( Set <**Type>&** right ) {

//求集合**this**与集合right的差, 计算结果通过临时集合temp返回，**this**集合与right集合不变。

SetNode<**Type**> \*pa = first->link**;** //**this**集合的链扫描指针

Set <**Type**> temp**;**

SetNode<**Type>** \*pc = temp->first**;** //结果链的存放指针

**while** ( pa != NULL ) **{** //将集合**this**中元素逐个拿出到right中查重

SetNode <**Type**> \*pb = right.first->link**;** //right集合的链扫描指针

**while** ( pb != NULL **&&** pa->data != pb->data )

pb = pb->link**;**

**if** ( pb == NULL ) //此this中的元素在right中未找到, 插入

**{** pc->link = **new** SetNode <**Type**> ( pa->data )**;** pc = pc->link**; }**

pa = pa->link**;**

**}**

pc->link = NULL**;**  last = pc**;** //链表收尾

**return** temp**;**

**}**

(4) Contains(x)

**template <class Type> int** Set <**Type> ::** Contains ( **const Type&** x ) **{**

//测试函数: 如果x是集合的成员, 则函数返回1, 否则返回0。

SetNode<**Type**> \* temp = first->link**;** //链的扫描指针

**while** ( temp != NULL **&&** temp->data != x ) temp = temp->link**;**  //循链搜索

**if** ( temp != NULL ) **return** 1**;**  //找到, 返回1

**else return** 0**;**  //未找到, 返回0

**}**

(5) AddMember (x)

**template <class Type> int** Set <**Type> ::** AddMember ( **const Type&** x ) **{**

//把新元素x加入到集合之中。若集合中已有此元素, 则函数返回0, 否则函数返回1。

SetNode<**Type**> \* temp = first->link**;** // temp是扫描指针

**while** ( temp != NULL **&&** temp->data != x ) temp = temp->link**;**  /循链扫描

**if** ( temp != NULL ) **return** 0**;**  //集合中已有此元素, 不加

last = last->link = **new** SetNode (x)**;**  //否则, 创建数据值为x的新结点, 链入

**return** 1**;**

**}**

(6) DelMember (x)

**template <class Type> int** Set <**Type> ::** DelMember ( **const Type&** x ) **{**

//把集合中成员x删去。若集合不空且元素x在集合中, 则函数返回1, 否则返回0。

SetNode<**Type**> \* p = first->link**,** \*q = first**;**

**while** ( p != NULL ) **{**

**if** ( p->data == x ) **{** //找到

q->link = p->link**;**  //重新链接

**if** ( p == last ) last = q**;** //删去链尾结点时改链尾指针

**delete** p**;**  **return** 1**;**  //删除含x结点

**}**

**else** **{** q = p**;**  p = p->link**; }** //循链扫描

**return** 0**;** //集合中无此元素

**}**

(7) Min ( )

**template <class Type>** SetNode<**Type**> \* Set <**Type> ::** Min ( ) **{**

//在集合中寻找值最小的成员并返回它的位置。

SetNode<**Type**> \* p = first->link**,** \*q = first->link**;** //p是检测指针, q是记忆最小指针

**while** ( p != NULL ) **{**

**if** ( p->data < q->data ) q = p**;** //找到更小的, 让q记忆它

p = p->link**;** //继续检测

**}**

**return** q**;**

**}**

7-8 设有序顺序表中的元素依次为017, 094, 154, 170, 275, 503, 509, 512, 553, 612, 677, 765, 897, 908。试画出对其进行折半搜索时的二叉搜索树, 并计算搜索成功的平均搜索长度和搜索不成功的平均搜索长度。

【解答】

509

154

677

017

275

553

897

094

170

503

512

612

765

908

![](data:image/x-wmf;base64,183GmgAAAAAAAOAfQAQACQAAAACxRQEACQAAAw8CAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQATgHxIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+gHwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAiACdgYFAAAAEwIgAvMHBQAAABQCIAITDQUAAAATAiACkA4FAAAAFAIgAuUdBQAAABMCIAKGHxUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAgwQAAAAtAQEACAAAADIKrAPnHQIAAAAxNAgAAAAyCo8B/x0CAAAANDUIAAAAMgqAAg0bAgAAADcpCAAAADIKgAIiGgEAAAAqAAgAAAAyCoACNxkBAAAANAAIAAAAMgqAAhMXAQAAADQACAAAADIKgAIiFgEAAAAqAAgAAAAyCoACQhUBAAAAMwAIAAAAMgqAAioTAQAAADIACAAAADIKgAI5EgEAAAAqAAgAAAAyCoACThEBAAAAMgAIAAAAMgqAAskOAgAAACgxCAAAADIKrAMDDQIAAAAxNAgAAAAyCo8BcQ0BAAAAMQAIAAAAMgqAAvQJAQAAAEMACAAAADIKrANmBgIAAAAxNAgAAAAyCo8B1AYBAAAAMQAJAAAAMgqAAjoAAwAAAEFTTAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAIMEAAAALQECAAQAAADwAQEACAAAADIK+gCBCAIAAAAxNAgAAAAyCu8DJwkBAAAAMQAIAAAAMgrvA20IAQAAAGkACAAAADIK4AIHCwEAAABpAAkAAAAyCuACIAMEAAAAc3VjYxAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACrBwBAAAAPQAIAAAAMgqAAhYYAQAAACsACAAAADIKgAItFAEAAAArAAgAAAAyCoACLRABAAAAKwAIAAAAMgqAAtoLAQAAAD0ACAAAADIKgAI9BQEAAAA9ABAAAAD7AsD9AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCtkCLwgBAAAA5QAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgrvA7kIAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AhgQAAAAtAQIABAAAAPABAQADAAAAAAA=)

![](data:image/x-wmf;base64,183GmgAAAAAAAIAaQAQACQAAAADRQAEACQAAA+kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQASAGhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9AGgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAiACRQcFAAAAEwIgAr0IBQAAABQCIAK2DQUAAAATAiACLg8FAAAAFAIgApcYBQAAABMCIAIzGhUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAoQQAAAAtAQEACAAAADIKqwOZGAIAAAAxNQgAAAAyCpABpRgCAAAANTkJAAAAMgqAAhMVAwAAADE0KQAIAAAAMgqAAlMUAQAAACoACAAAADIKgAJvEwEAAAA0AAgAAAAyCoACdxEBAAAAMQAIAAAAMgqAArcQAQAAACoACAAAADIKgAJhDwIAAAAoMwgAAAAyCqsDpg0CAAAAMTUIAAAAMgqQARIOAQAAADEACAAAADIKgAKyCgEAAABDAAgAAAAyCqsDNQcCAAAAMTUIAAAAMgqQAaEHAQAAADEACQAAADIKgAI6AAMAAABBU0wAFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAChBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvoARgkCAAAAMTUIAAAAMgruA+sJAQAAADAACAAAADIK7gMgCQEAAABpAAgAAAAyCtQBxQsBAAAAJwAIAAAAMgrgAsILAQAAAGkACgAAADIK4AIlAwYAAAB1bnN1Y2MQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqAAmgXAQAAAD0ACAAAADIKgAJVEgEAAAArAAgAAAAyCoAChwwBAAAAPQAIAAAAMgqAAhYGAQAAAD0AEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIK2ALzCAEAAADlABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCu4DagkBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCGBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

7-9 若对有n个元素的有序顺序表和无序顺序表进行顺序搜索, 试就下列三种情况分别讨论两者在等搜索概率时的平均搜索长度是否相同?

(1) 搜索失败;

(2) 搜索成功, 且表中只有一个关键码等于给定值k的对象;

(3) 搜索成功, 且表中有若干个关键码等于给定值k的对象, 要求一次搜索找出所有对象。

【解答】

(1) 不同。因为有序顺序表搜索到其关键码比要查找值大的对象时就停止搜索，报告失败信息，不必搜索到表尾；而无序顺序表必须搜索到表尾才能断定搜索失败。

(2) 相同。搜索到表中对象的关键码等于给定值时就停止搜索，报告成功信息。

(3) 不同。有序顺序表中关键码相等的对象相继排列在一起，只要搜索到第一个就可以连续搜索到其它关键码相同的对象。而无序顺序表必须搜索全部表中对象才能确定相同关键码的对象都找了出来，所需时间就不相同了。

前两问可做定量分析。第三问推导出的公式比较复杂，不再进一步讨论。

7-10 假定用一个循环链表来实现一个有序表，并让指针head指向具有最小关键码的结点。指针current初始时等于head，每次搜索后指向当前检索的结点，但如果搜索不成功则current重置为head。试编写一个函数search(head, current, key)实现这种搜索。当搜索成功时函数返回被检索的结点地址，若搜索不成功则函数返回空指针0。请说明如何保持指针current以减少搜索时的平均搜索长度。

【解答】
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相应的搜索函数可以定义为链表及链表结点类的友元函数，直接使用链表及链表结点类的私有数据成员。

**template<class Type>**

ListNode <**Type**> \* Search ( ListNode<**Type**> \* head, ListNode<**Type**> \***&** current**, Type** key ) **{**

ListNode <**Type**> \* p**,** \* q**;**

**if** ( key < current ) **{** p = head**;** q = current**; }** //确定检测范围, 用p, q指示

**else {** p = current**;** q = head**; }**

**while** ( p != q **&&** p->data < key ) p = p->link**;** //循链搜索其值等于key的结点

**if** ( p->data == key ) **{** current = p**; return** p**; }** //找到, 返回结点地址

**else {** current = head**; return** NULL**; }** //未找到, 返回空指针

**}**

7-11 考虑用双向链表来实现一个有序表，使得能在这个表中进行正向和反向搜索。若指针p总是指向最后成功搜索到的结点，搜索可以从p指示的结点出发沿任一方向进行。试根据这种情况编写一个函数search(head, p, key)，检索具有关键码key的结点，并相应地修改p。最后请给出搜索成功和搜索不成功时的平均搜索长度。

【解答】
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**template <class Type>**

DblListNode<**Type**> \* Search ( DblListNode<**Type**> \* head, DblListNode<**Type**> \***&** p, **Type** key ) **{**

//在以head为表头的双向有序链表中搜索具有值key的结点。算法可视为双向链表类和双向链表

//结点类的友元函数。若给定值key大于结点p中的数据, 从p向右正向搜索, 否则, 从p向左反

//向搜索。

DblListNode<**Type**> \* q = p**;**

**if** ( key < p->data ) **{ while** ( q != NULL **&&** q->data > key ) q = q-> lLink**; }** //反向搜索

**else { while** ( q != NULL **&&** q->data < key ) q = q-> rLink**; }** //正向搜索

**if** ( q != NULL **&&** q->data == key ) **{** p = q**; return** p**; }**  //搜索成功

**else return** NULL**;**

**}**

如果指针p处于第i个结点(i = 1, 2, …, n)，它左边有i-1个结点，右边有n-i个结点。找到左边第i-1号结点比较2次，找到第i-2号结点比较3次，…，找到第1号结点比较i次，一般地，找到左边第k个结点比较i-k+1次(k = 1, 2, …, i-1)。找到右边第i+1号结点比较2次，找到第i+2号结点比较3次，…，找到第n号结点比较n-i+1次，一般地，找到右边第k个结点比较k-i+1次(k = i+1, i+2, …, n)。因此，当指针处于第i个结点时的搜索成功的平均数据比较次数为

![](data:image/x-wmf;base64,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)

一般地，搜索成功的平均数据比较次数为

![](data:image/x-wmf;base64,183GmgAAAAAAAAAfwAQACQAAAADRRQEACQAAA2ECAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCwAQAHxIAAAAmBg8AGgD/////AAAQAAAAwP///6n////AHgAAaQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAmAChAYFAAAAEwJgAn4HBQAAABQCYAJFCgUAAAATAmACVQ0FAAAAFAJgAtsOBQAAABMCYAK8FQUAAAAUAmACHxgFAAAAEwJgAq4eFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAChBAAAAC0BAQAIAAAAMgrsA50aAgAAADNuCAAAADIKzgH+HQEAAAAxAAgAAAAyCs4BLxsCAAAAM24IAAAAMgrOATkYAQAAAG4ACAAAADIK7APoEQEAAABuAAgAAAAyCs4B3BQBAAAAbgAIAAAAMgrOAecTAQAAACoACAAAADIKzgFFEwEAAABpAAgAAAAyCs4BeBEBAAAAaQAIAAAAMgrOAekOAQAAAGkACAAAADIK7AN0CwEAAAAyAAgAAAAyCs4BkwwBAAAAMwAIAAAAMgrOAV8KAQAAAG4ACAAAADIK7AOeBgEAAABuAAgAAAAyCs4BoQYBAAAAMQAJAAAAMgrAAjoAAwAAAEFTTAAVAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAKEEAAAALQECAAQAAADwAQEACAAAADIKIgEmGQEAAAAyAAgAAAAyCjoBTggBAAAAbgAIAAAAMgovBLYIAQAAADEACAAAADIKLwT6BwEAAABpAAgAAAAyCiIBdg8BAAAAMgAJAAAAMgogAyIDBAAAAHN1Y2MQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgrOAQkdAQAAAC0ACAAAADIKzgEVGgEAAAArAAgAAAAyCsAC4hYBAAAAPQAIAAAAMgpVA+wVAQAAAPcACAAAADIKrwLsFQEAAAD3AAgAAAAyCksE7BUBAAAA+AAIAAAAMgq5AewVAQAAAPYACAAAADIKVQN/CQEAAADnAAgAAAAyCq8CfwkBAAAA5wAIAAAAMgpLBH8JAQAAAOgACAAAADIKuQF/CQEAAADmAAgAAAAyCs4BMhIBAAAALQAIAAAAMgrOAWUQAQAAAC0ACAAAADIKwAKvDQEAAAArAAgAAAAyCs4BeQsBAAAAKwAIAAAAMgrAAkcFAQAAAD0AEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKGQO9BwEAAADlABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCi8ERwgBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCGBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

如果指针p处于第i个结点(i = 1, 2, …, n)，它左边有i个不成功的位置，右边有n-i+1个不成功的位置。

![](data:image/x-wmf;base64,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)

一般地，搜索不成功的平均数据比较次数为

![](data:image/x-wmf;base64,183GmgAAAAAAAOApgAQACQAAAABxcwEACQAAA4gCAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgATgKRIAAAAmBg8AGgD/////AAAQAAAAwP///6n///+gKQAAKQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAkACfQcFAAAAEwJAAkUMBQAAABQCQAISDwUAAAATAkACMhUFAAAAFAJAAtwhBQAAABMCQAKOKRAAAAD7AsD9AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAIAAAAMgr4AocMAQAAAOUAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIKDgT+DAEAAAA9ABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCs0DeSUBAAAAKwAIAAAAMgquAZwnAQAAACsACAAAADIKrgGaJAEAAAArAAgAAAAyCqACmSABAAAAPQAIAAAAMgrAAp4fAQAAAPcACAAAADIK+gOeHwEAAAD4AAgAAAAyCsoBnh8BAAAA9gAIAAAAMgrAAkwOAQAAAOcACAAAADIK+gNMDgEAAADoAAgAAAAyCsoBTA4BAAAA5gAIAAAAMgqgAt4dAQAAACsACAAAADIKoAIIGgEAAAAtAAgAAAAyCqACMhgBAAAALQAIAAAAMgqgApAVAQAAACsACAAAADIKrgHCEgEAAAArAAgAAAAyCtYDLQkBAAAAKwAIAAAAMgqgAjoGAQAAAD0AFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACiBAAAAC0BAgAEAAAA8AEBAAgAAAAyChoBGA0BAAAAbgAIAAAAMgoOBIMNAQAAADAACAAAADIKDgSwDAEAAABpAAgAAAAyCgIBpSMBAAAAMgAIAAAAMgr0AT0XAQAAADIACAAAADIKKgOOCwEAAAAyAAoAAAAyCgADLQMGAAAAdW5zdWNjFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACiBAAAAC0BAQAEAAAA8AECAAgAAAAyCs0DeSYBAAAAMQAIAAAAMgrNA1skAQAAAG4ACAAAADIKrgHAKAEAAAA2AAgAAAAyCq4BviUCAAAAN24IAAAAMgquAfYhAgAAADJuCAAAADIKoALeHgEAAAAxAAgAAAAyCqACwBwBAAAAbgAIAAAAMgqgAsYbAQAAACoACAAAADIKoAIgGwEAAABpAAgAAAAyCqACShkBAAAAaQAIAAAAMgqgAq4WAQAAAGkACAAAADIKzQPIEQEAAAAyAAgAAAAyCq4B4BMCAAAAMykIAAAAMgquASYRAgAAAChuCAAAADIKrgEyEAEAAAAqAAgAAAAyCq4BLA8BAAAAbgAIAAAAMgrWAy0KAgAAADEpCAAAADIK1gORBwIAAAAobggAAAAyCq4BgQkBAAAAMQAJAAAAMgqgAjoAAwAAAEFTTAAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCGBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

7-12 在一棵表示有序集S的二叉搜索树中，任意一条从根到叶结点的路径将S分为3部分：在该路径左边结点中的元素组成的集合S1；在该路径上的结点中的元素组成的集合S2；在该路径右边结点中的元素组成的集合S3。S = S1 ∪ S2 ∪ S3。若对于任意的a ∈ S1, b ∈ S2, c ∈ S3， 是否总有a ≤ b ≤ c？为什么？

【解答】

答案是否定的。举个反例：看下图粗线所示的路径

15

35

50

65

70

45

40

30

25

S1 = { 15 }, S2 = { 25, 30, 35, 45 }, S3 = { 40, 50, 65, 70 }

c = 40 ∈ S3，b = 45 ∈ S2，b ≤ c 不成立。

7-13 请给出下列操作序列运算的结果：Union(1, 2), Union(3, 4), Union(3, 5), Union(1, 7), Union(3, 6), Union(8, 9), Union(1, 8), Union(3, 10), Union(3, 11), Union(3, 12), Union(3, 13), Union(14, 15), Union(16, 17), Union(14, 16), Union(1, 3), Union(1, 14)，要求

(1) 以任意方式执行Union；

(2) 根据树的高度执行Union；

(3) 根据树中结点个数执行Union。

【解答】

(1) 对于union(i, j)，以i作为j的双亲

1

2

15

3

10

9

8

7

0

16

14

13

11

12

6

5

4

(2) 按i和j为根的树的高度实现union(i, j)，高度大者为高度小者的双亲；

7

8

1

2

14

3

10

6

5

4

9

16

15

13

11

12

0

(3) 按i和j为根的树的结点个数实现union(i, j)，结点个数大者为结点个数小者的双亲。

14

0

16

15

1

8

7

2

9

3

4

5

6

10

11

13

12

7-14 有n个结点的二叉搜索树具有多少种不同形态?

![](data:image/x-wmf;base64,183GmgAAAAAAAAAG4AMBCQAAAADwWwEACQAAAyYBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwC4AMABhIAAAAmBg8AGgD/////AAAQAAAAwP///7j////ABQAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAgACQAAFAAAAEwIAAiADFQAAAPsCwP0AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACYBAAAAC0BAQAIAAAAMgrYAlYDAQAAAEMAFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACYBAAAAC0BAgAEAAAA8AEBAAgAAAAyCn0B0wQBAAAAbgAIAAAAMgrzAtMEAgAAADJuFQAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACYBAAAAC0BAQAEAAAA8AECAAgAAAAyCowDcAIBAAAAMQAIAAAAMgqMA1oAAQAAAG4ACAAAADIKbgFQAQEAAAAxABAAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAgAEAAAA8AEBAAgAAAAyCowDdAEBAAAAKwAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCGBAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)【解答】

7-15 设有一个输入数据的序列是 **{** 46, 25, 78, 62, 12, 37, 70, 29 **}**, 试画出从空树起，逐个输入各个数据而生成的二叉搜索树。

【解答】

46

46

46

46

46

46

78

25

25

78

25

78

25

78

25

加25

加46

空树

加78

37

12

62

12

62

62

加37

加12

加62

46

46

78

25

78

25

12

62

37

12

62

37

加29

加70

29

70

70

7-16 设有一个标识符序列{else, public, return, template}，p1=0.05, p2=0.2, p3=0.1, p4=0.05, q0=0.2, q1=0.1, q2=0.2, q3=0.05, q4=0.05，计算W[i][j]、C[i][j]和R[i][j]，构造最优二叉搜索树。

【解答】

将标识符序列简化为 { e, p, r, t }，并将各个搜索概率值化整，有

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | e |  | p |  | r |  | t |  |
|  | p1 = 1 |  | p2 = 4 |  | p3 = 2 |  | p4 = 1 |  |
| q0 = 4 |  | q1 = 2 |  | q2 = 4 |  | q3 = 1 |  | q4 = 1 |

(1) 首先构造只有一个内结点的最优二叉搜索树:

*p*1

*p*2

*p*4

*p*3

*q*4

*q*3

*q*3

*q*2

*q*2

*q*0

*q*1

*q*1

三个矩阵的内容如下:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 | 4 |  |  | 0 | 1 | 2 | 3 | 4 |  |  | 0 | 1 | 2 | 3 | 4 |
| 0 | 4 | 7 | 15 | 18 | 20 |  | 0 | 0 | 7 | 22 | 32 | 39 |  | 0 | 0 | 1 | 2 | 2 | 2 |
| 1 |  | 2 | 10 | 13 | 15 |  | 1 |  | 0 | 10 | 20 | 27 |  | 1 |  | 0 | 2 | 2 | 2 |
| 2 |  |  | 4 | 7 | 9 |  | 2 |  |  | 0 | 7 | 12 |  | 2 |  |  | 0 | 3 | 3 |
| 3 |  |  |  | 1 | 3 |  | 3 |  |  |  | 0 | 3 |  | 3 |  |  |  | 0 | 4 |
| 4 |  |  |  |  | 1 |  | 4 |  |  |  |  | 0 |  | 4 |  |  |  |  | 0 |

W[i][j] C[i][j] R[i][j]

(2) 构造具有两个内结点的最优二叉搜索树

C[2][4] = 12

T[2][4] = 2

C[1][3] = 20

T[1][3] = 2

C[0][2] = 22

T[0][2] = 2

*p*3

*p*2

*p*2

*q*2

*p*4

*p*3

*p*1

*q*2

*q*1

*q*4

*q*3

*q*3

*q*2

*q*1

*q*0

(3) 构造具有三个内结点的最优二叉搜索树

C[0][3] = 32

T[0][3] = 2

C[1][4] = 27

T[1][4] = 2

*p*2

*p*2

*p*1

*p*3

*q*1

*p*3

*p*4

*q*2

*q*3

*q*2

*q*1

*q*0

*q*4

*q*3

(4) 构造具有四个内结点的最优二叉搜索树

C[0][4] = 39

T[0][4] = 2

*p*2

左子树 T[0][1], 其 C[0][1] = 7

右子树 T[2][4], 其 C[2][4] = 12

*p*1

*p*3

*q*2

*q*1

*q*0

*p*4

*q*4

*q*3

7-17 在二叉搜索树上删除一个有两个子女的结点时，可以采用以下三种方法：

(1) 用左子树TL上具有最大关键码的结点X顶替，再递归地删除X。

(2) 交替地用左子树TL上具有最大关键码的结点和右子树TR上具有最小关键码的结点顶替，再递归地删除适当的结点。

(3) 用左子树TL上具有最大关键码的结点或者用右子树TR上具有最小关键码的结点顶替，再递归地删除适当的结点。可随机选择其中一个方案。

试编写程序实现这三个删除方法，并用实例说明哪一个方法最易于达到平衡化。

【解答】

1. 在被删结点有两个子女时用左子树TL中具最大关键码的结点顶替的算法：

**template<class Type**> BstNode<**Type>** \* BST<**Type> ::** leftReplace ( BstNode<**Type>** \* ptr ) **{**

BstNode<**Type**> \* temp = ptr->leftChild**;**  //进到ptr的左子树

**while** ( temp->rightChild != NULL ) temp = temp->rightChild**;** //搜寻中序下最后一个结点

ptr->data = temp->data**;**  //用该结点数据代替根结点数据

**return** temp**;**

**}**

② 在被删结点有两个子女时用右子树TR中具最小关键码的结点顶替的算法：

**template<class Type>** BstNode<**Type**> \* BST<**Type> ::** rightReplace ( BstNode**<Type>** \* ptr ) **{**

BstNode<**Type**> \* temp = ptr->rightChild**;** //进到ptr的右子树

**while** ( temp->leftChild != NULL ) temp = temp->leftChild**;** //搜寻中序下最后一个结点

ptr->data = temp->data**;** //用该结点数据代替根结点数据

**return** temp**;**

**}**

(1) 用左子树TL上具有最大关键码的结点X顶替，再递归地删除X。

**template <class Type> void** BST<**Type> ::** Remove ( **Type&** x, BstNode<**Type>** \***&** ptr ) **{**

//私有函数：在以ptr为根的二叉搜索树中删除含x的结点。若删除成功则新根通过ptr返回。

BstNode<**Type**> \* temp**;**

**if** ( ptr != NULL )

**if** ( x < ptr->data ) Remove ( x, ptr->leftChild )**;** //在左子树中执行删除

**else if** ( x > ptr->data ) Remove ( x, ptr->rightChild )**;** //在右子树中执行删除

**else if** ( ptr->leftChild != NULL **&&** ptr->rightChild != NULL ) **{**

// ptr指示关键码为x的结点，它有两个子女

temp = leftReplace ( ptr )**;** //在ptr的左子树中搜寻中序下最后一个结点顶替x

Remove ( ptr->data, ptr->rightChild )**;** //在ptr的右子树中删除该结点

**}**

**else {** // ptr指示关键码为x的结点，它只有一个或零个子女

temp = ptr**;**

**if** ( ptr->leftChild == NULL ) ptr = ptr->rightChild**;** //只有右子女

**else if** ( ptr->rightChild == NULL ) ptr = ptr->leftChild**;** //只有左子女

**delete** temp**;**

**}**

**}**

(2) 交替地用左子树TL上具有最大关键码的结点和右子树TR上具有最小关键码的结点顶替，再递归地删除适当的结点。

**template <class Type> void** BST<**Type> ::** Remove ( **Type&** x, BstNode<**Type>** \***&** ptr, **int&** dir ) **{**

//私有函数：在以ptr为根的二叉搜索树中删除含x的结点。若删除成功则新根通过ptr返回。在

//参数表中有一个引用变量dir, 作为调整方向的标记。若dir = 0, 用左子树上具有最大关键码的

//结点顶替被删关键码; 若dir = 1, 用右子树上具有最小关键码的结点顶替被删关键码结点, 在调

//用它的程序中设定它的初始值为0。

BstNode<**Type>** \* temp**;**

**if** ( ptr != NULL )

**if** ( x < ptr->data ) Remove ( x, ptr->leftChild, dir )**;** //在左子树中执行删除

**else if** ( x > ptr->data ) Remove ( x, ptr->rightChild, dir )**;** //在右子树中执行删除

**else if** ( ptr->leftChild != NULL **&&** ptr->rightChild != NULL ) **{**

// ptr指示关键码为x的结点，它有两个子女

**if** ( dir == 0 ) **{**

temp = leftReplace ( ptr )**;** dir = 1**;**

//在ptr的左子树中搜寻中序下最后一个结点顶替x

Remove ( ptr->data, ptr->rightChild, dir )**;** //在ptr的右子树中删除该结点

**} else {**

temp = rightReplace ( ptr )**;** dir = 0**;**

//在ptr的右子树中搜寻中序下第一个结点顶替x

Remove ( ptr->data, ptr->leftChild, dir )**;** //在ptr的左子树中删除该结点

**}**

**}**

**else {** // ptr指示关键码为x的结点，它只有一个或零个子女

temp = ptr**;**

**if** ( ptr->leftChild == NULL ) ptr = ptr->rightChild**;** //只有右子女

**else if** ( ptr->rightChild == NULL ) ptr = ptr->leftChild**;** //只有左子女

**delete** temp**;**

**}**

**}**

(3) 用左子树TL上具有最大关键码的结点或者用右子树TR上具有最小关键码的结点顶替，再递归地删除适当的结点。可随机选择其中一个方案。

#**include** <stdlib.h>

**template <class Type> void** BST<**Type> ::** Remove ( **Type&** x, BstNode<**Type>** \***&** ptr ) **{**

//私有函数：在以ptr为根的二叉搜索树中删除含x的结点。若删除成功则新根通过ptr返回。在

//程序中用到一个随机数发生器rand( ), 产生0~32767之间的随机数, 将它除以16384, 得到0~2

//之间的浮点数。若其大于1, 用左子树上具有最大关键码的结点顶替被删关键码; 若其小于或等

//于1, 用右子树上具有最小关键码的结点顶替被删关键码结点, 在调用它的程序中设定它的初始

//值为0。

BstNode<**Type**> \* temp**;**

**if** ( ptr != NULL )

**if** ( x < ptr->data ) Remove ( x, ptr->leftChild )**;** //在左子树中执行删除

**else if** ( x > ptr->data ) Remove ( x, ptr->rightChild )**;** //在右子树中执行删除

**else if** ( ptr->leftChild != NULL **&&** ptr->rightChild != NULL ) **{**

// ptr指示关键码为x的结点，它有两个子女

**if** ( (**float**) ( **rand** ( ) / 16384 ) > 1 ) **{**

temp = leftReplace ( ptr )**;** //在ptr的左子树中搜寻中序下最后一个结点顶替x

Remove ( ptr->data, ptr->rightChild )**;** //在ptr的右子树中删除该结点

**} else {**

temp = rightReplace ( ptr )**;** //在ptr的右子树中搜寻中序下第一个结点顶替x

Remove ( ptr->data, ptr->leftChild )**;** //在ptr的左子树中删除该结点

**}**

**}**

**else {** // ptr指示关键码为x的结点，它只有一个或零个子女

temp = ptr**;**

**if** ( ptr->leftChild == NULL ) ptr = ptr->rightChild**;** //只有右子女

**else if** ( ptr->rightChild == NULL ) ptr = ptr->leftChild**;** //只有左子女

**delete** temp**;**

**}**

**}**

7-18 (1) 设T是具有n个内结点的扩充二叉搜索树, I是它的内路径长度, E是它的外路径长度。试利用归纳法证明 E = I + 2n, n ≥ 1。

(2) 利用(1)的结果, 试说明: 成功搜索的平均搜索长度Sn与不成功搜索的平均搜索长度Un之间的关系可用公式

Sn = ( 1 + 1/n ) Un - 1, n ≥ 1 表示。【解答】

(1) 用数学归纳法证明。当n = 1时，有1个内结点(I = 0)，2个外结点(E = 2)，满足E = I+2n。设n = k 时结论成立，Ek = Ik + 2k。则当n = k + 1时，将增加一个层次为l的内结点，代替一个层次为l的外结点，同时在第l+1层增加2个外结点，则Ek+1 = Ek – l + 2\*(l+1) = Ek + l +2，Ik+1 = Ik + l，将Ek = Ik + 2k代入，有Ek+1 = Ek + l +2 = Ik + 2k + l +2 = Ik+1+ 2(k +1)，结论得证。

1. ![](data:image/x-wmf;base64,183GmgAAAAAAAAAYQAQACQAAAABRQgEACQAAAx0CAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCQAQAGBIAAAAmBg8AGgD/////AAAQAAAAwP///7H////AFwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAiACQwMFAAAAEwIgAj0EBQAAABQCIALsCwUAAAATAiAC5gwFAAAAFAIgAnUTBQAAABMCIAJvFBUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAlAQAAAAtAQEACAAAADIKgAIoFwEAAAAxAAgAAAAyCoACqxQBAAAASQAIAAAAMgqrA48TAQAAAG4ACAAAADIKjwGSEwEAAAAxAAgAAAAyCoACSREBAAAAMQAIAAAAMgqAAuEOAQAAAGMACAAAADIKqwMGDAEAAABuAAgAAAAyCo8BCQwBAAAAMQAIAAAAMgqAAh4JAgAAADEpCAAAADIKgAI4BgIAAAAoYwgAAAAyCqsDXQMBAAAAbgAIAAAAMgqPAWADAQAAADEACAAAADIKgAIoAAEAAABTABUAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAlAQAAAAtAQIABAAAAPABAQAIAAAAMgrgAkYVAQAAAG4ACAAAADIK+gCwDQEAAABuAAgAAAAyCu8DFg4BAAAAMQAIAAAAMgrvA14NAQAAAGkACAAAADIK4AKfDwEAAABpAAgAAAAyCvoABwUBAAAAbgAIAAAAMgrvA20FAQAAADEACAAAADIK7wO1BAEAAABpAAgAAAAyCuACdAcBAAAAaQAIAAAAMgrgAgsBAQAAAG4AEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKgAI0FgEAAAArAAgAAAAyCoACQRIBAAAAPQAIAAAAMgqAAlUQAQAAACsACAAAADIKgAK4CgEAAAA9AAgAAAAyCoACKggBAAAAKwAIAAAAMgqAAg8CAQAAAD0AEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIK2QIfDQEAAADlAAgAAAAyCtkCdgQBAAAA5QAQAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgrvA6kNAQAAAD0ACAAAADIK7wMABQEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIYEAAAALQECAAQAAADwAQEAAwAAAAAA)因为搜索成功的平均搜索长度Sn与搜索不成功的平均搜索长度Un分别为

![](data:image/x-wmf;base64,183GmgAAAAAAACAQYAQBCQAAAABQSgEACQAAA7MBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCYAQgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gDwAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAiACrQMFAAAAEwIgAn0GBQAAABQCIAJCCwUAAAATAiACEg4VAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAUEAAAALQEBAAgAAAAyCuACWw8BAAAAawAIAAAAMgr6AEcHAQAAAG4ACAAAADIK7wO2BwEAAAAwAAgAAAAyCu8D9wYBAAAAagAIAAAAMgrgAlEJAQAAAGoACAAAADIK4AJ2AQEAAABuABUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAABQQAAAAtAQIABAAAAPABAQAIAAAAMgqAAk4OAQAAAEUACAAAADIKqwNiDQEAAAAxAAgAAAAyCqsDXAsBAAAAbgAIAAAAMgqPAUoMAQAAADEACAAAADIKgAJ4CAEAAABjAAgAAAAyCqsDzQUBAAAAMQAIAAAAMgqrA8cDAQAAAG4ACAAAADIKjwG1BAEAAAAxAAgAAAAyCoACQAABAAAAVQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQEABAAAAPABAgAIAAAAMgqrA24MAQAAACsACAAAADIKgAIPCgEAAAA9AAgAAAAyCqsD2QQBAAAAKwAIAAAAMgqAAnoCAQAAAD0AEAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQECAAQAAADwAQEACAAAADIK2QK2BgEAAADlABAAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAACBAAAAC0BAQAEAAAA8AECAAgAAAAyCu8DNAcBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABAAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCGBAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)![](data:image/x-wmf;base64,183GmgAAAAAAAGQAZABkAAAAAAB1VwEACQAAA0EBAAAEABEAAAAAABEAAAAmBg8AGAD/////AAAQALAEAAAw/f//zAgAAEwBAAAJAAAAJgYPAAgA/////wIAAAAQAAAAJgYPABYA/////wQADgBUTlBQBwCoYj1QOQWGAAoAAAAmBg8ACgBUTlBQAAACAPADCQAAACYGDwAIAP////8DAAAADwAAACYGDwAUAFROUFAEAAwAAQAAAAEAAAAAAAAABQAAAAsCMP2wBAUAAAAMAhwEHAQJAAAA+gIFAAAAAAD///8AIgAEAAAALQEAAAcAAAD8AgEAAAAAAAAABAAAAC0BAQAJAAAA+gIGAAgAAAAAAAACIgAEAAAALQECAAcAAAD8AgAA////AgAABAAAAC0BAwAFAAAACQL///8CBAAAAAQBDQAHAAAAGwRMAcwIMP2wBAUAAAAJAv8AMwIEAAAALQEAAAQAAAAtAQEABAAAAPABAgAEAAAA8AEDAAMAAAAeAAcAAAAWBDQAtAdO/s4FCQAAAPoCBgBAAAAA/wAzAiIABAAAAC0BAgAFAAAAFAJO/s4FBQAAABMCLACsBwQAAAAtAQAABAAAAC0BAQAEAAAA8AECAAQAAAAnAf//BAAAAC0BAAAEAAAALQEBAAMAAAAeAAcAAAAWBDQAtAdO/s4FCQAAAPoCBgBAAAAA/wAzAiIABAAAAC0BAgAFAAAAFAJO/qwHBQAAABMCLADOBQQAAAAtAQAABAAAAC0BAQAEAAAA8AECAAQAAAAnAf//DwAAACYGDwAUAFROUFAEAAwAAAAAAAAAAAAAAAAACQAAACYGDwAIAP////8BAAAABAAAAC0BAAAEAAAALQEBAAMAAAAAAA==)

其中，ci是各内结点所处层次，cj是各外结点所处层次。因此有
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7-19 求最优二叉搜索树的算法的计算时间为O(n3)，下面给出一个求拟最优二叉搜索树的试探算法，可将计算时间降低到O(nlog2n)。算法的思想是对于关键码序列{ keyl, keyl+1, …, keyh }， 轮流以keyk为根，k = l, l+1, …, h，求使得 | W[l-1][k-1] - W[k][h] | 达到最小的k，用keyk作为由该序列构成的拟最优二叉搜索树的根。然后对以keyk为界的左子序列和右子序列，分别施行同样的操作，建立根keyk的左子树和右子树。要求：

(1) 使用7.17题的数据，执行这个试探算法建立拟最优二叉搜索树，该树建立的时间代价是多少？

(2) 编写一个函数，实现上述试探算法。要求该函数的时间复杂度应为O(nlog2n)。

【解答】

(1) 各个关键码的权值为 { p1, p2, p3, p4 }，利用题7-17中的W矩阵，轮流让 k = 1, 2, 3, 4为根，此时，下界l = 1, 上界h = 4。有

min⏐W[l-1][k-1] – W[k][h]⏐ = ⏐W[0][1] – W[2][4]⏐ = 2

求得 k = 2。则根结点为2，左子树的权值为 { p1 }，右子树的权值为 { p3, p4 }。

因为左子树只有一个结点，所以，权值为p1的关键码为左子树的根即可。对于右子树 { p3, p4 }，采用上面的方法，轮流让 k = 3, 4为根，此时，下界l = 3，上界h = 4。有

min⏐W[l-1][k-1] – W[k][h]⏐ = ⏐W[2][2] – W[3][4]⏐ = 1

求得 k = 3。于是以权值为p3的关键码为根，其左子树为空，右子树为 { p4 }。这样，得到拟最优二叉搜索树的结构如下：

*p*2

*p*3

*p*1

*p*4

建立该拟最优二叉搜索树的时间代价为O(4+1+2+1) = O(8)

(2) 建立该拟最优二叉搜索树的算法

**void** nearOptiSrchTree ( **int** W[n+1][n+1], **int** n, **int** left, **int** right ) **{**

**if** ( left > right ) **{ cout** << “Empty Sequence! “ << **endl; return; }**

**if** ( left == right ) **{ cout** << left**; return; }**

**int** p = 0**; int** k**;**

**for** ( **int** j = left**;** j <= right**;** j++ )

**if** ( p > **abs** ( W[left-1][j-1] – W[j][right] )

**{** p = **abs** ( W[left-1][j-1] – W[j][right] )**;** k = j**; }**

**cout** << k**;**

**if** ( k == left ) nearOptiSrchTree ( W[n+1][n+1], n, k+1, right )**;**

**else if** ( k == right ) nearOptiSrchTree ( W[n+1][n+1], n, left, k-1 )**;**

**else {** nearOptiSrchTree ( W[n+1][n+1], n, left, k-1 )**;**

nearOptiSrchTree ( W[n+1][n+1], n, k+1, right )**;**

**}**

**}**

7-20将关键码DEC, FEB, NOV, OCT, JUL, SEP, AUG, APR, MAR, MAY, JUN, JAN 依次插入到一棵初始为空的AVL树中，画出每插入一个关键码后的AVL树，并标明平衡旋转的类型。

【解答】

加JUL

加OCT

加NOV

加FEB

加DEC

**+2**

FEB

FEB

DEC

左单旋

DEC

DEC

DEC

NOV

DEC

NOV

DEC

FEB

FEB

FEB

JUL

OCT

OCT

NOV

NOV

**+2**

NOV

FEB

FEB

加AUG

左单旋

FEB

OCT

NOV

DEC

NOV

DEC

JUL

SEP

DEC

OCT

JUL

OCT

JUL

加SEP

AUG

SEP

SEP

NOV

NOV

NOV

加APR

加MAR

FEB

OCT

OCT

FEB

右单旋

FEB

OCT

**-2**

JUL

SEP

AUG

JUL

AUG

SEP

SEP

DEC

JUL

MAR

APR

DEC

APR

DEC

APR

AUG

加MAY

NOV

NOV

FEB

OCT

FEB

OCT

**+2**

AUG

左单旋

SEP

JUL

AUG

SEP

JUL

MAR

MAY

DEC

DEC

APR

MAR

APR

MAY

**-2**

加JUN

MAR

NOV

NOV

FEB

FEB

OCT

JUL

OCT

AUG

AUG

左右双旋

MAR

SEP

SEP

JUN

MAY

DEC

APR

DEC

JUL

MAY

APR

JUN

MAR

加JAN

FEB

NOV

AUG

JUL

OCT

MAY

JUN

JAN

DEC

APR

SEP

7-21 从第7-20题所建立的AVL树中删除关键码MAY，为保持AVL树的特性，应如何进行删除和调整? 若接着删除关键码FEB，又应如何删除与调整?

【解答】

删除关键码MAY， 调整

MAR

MAR

OCT

FEB

FEB

NOV

SEP

NOV

JUL

AUG

JUL

MAY

AUG

OCT

JAN

JAN

JUN

DEC

APR

SEP

JUN

DEC

APR

删除关键码FEB， 不用调整

MAR

JAN

OCT

NOV

SEP

JUL

AUG

JUN

DEC

APR

7-22 将关键码1, 2, 3, …, 2k-1依次插入到一棵初始为空的AVL树中。试证明结果树是完全平衡的。

【解答】

所谓“完全平衡”是指所有叶结点处于树的同一层次上，并在该层是满的。此题可用数学归纳法证明。

当k = 1时，21-1 = 1，AVL树只有一个结点，它既是根又是叶并处在第0层，根据二叉树性质，应具有20 = 1个结点。因此，满足完全平衡的要求。

设k = n时，插入关键码1, 2, 3, …, 2n-1到AVL树中，恰好每一层(层次号码i = 0, 1, …, n-1)有2i个结点，根据二叉树性质，每一层达到最多结点个数，满足完全平衡要求。则当k = n+1时，插入关键码为1, 2, 3, …, 2n-1, 2n, …, 2n+1-1，总共增加了从2n到2n+1-1的2n+1-1-2n +1 = 2n个关键码，使得AVL树在新增的第n层具有2n个结点，达到该层最多结点个数，因此，满足完全平衡要求。

7-23 对于一个高度为h的AVL树，其最少结点数是多少？反之，对于一个有n个结点的AVL树, 其最大高度是多少? 最小高度是多少?

【解答】

设高度为h（空树的高度为 -1）的AVL树的最少结点数为Nh，则Nh = Fh+3 – 1。Fh是斐波那契数。又设AVL树有n个结点，则其最大高度不超过3 / 2 \* log2 (n + 1)，最小高度为 ⎡log2 ( n+1)⎤ -1。

12 个结点的最大高度

12 个结点的最小高度

**四、其他练习题**

7-24 供选择的答案中选择与下面有关搜索算法的叙述中各括号相匹配的词句，将其编号填入相应的括号内。

(1) 对线性表进行折半搜索时，要求线性表必须（ A ）。

(2) 采用顺序搜索算法搜索长度为n的线性表时，元素的平均搜索长度为（ B ）。

(3) 采用折半搜索算法搜索长度为n的有序表时，元素的平均搜索长度为（ C ）。

(4) 采用折半搜索算法搜索长度为n的有序表时，元素的平均搜索长度应（ D ）对应判定树的最大层次数。

(5) 折半搜索与二叉搜索树（即二叉排序树）的时间性能（ E）。

(6) 顺序搜索算法适合于存储结构为（ F ）的线性表。

供选择的答案

A：① 以数组方式存储 ② 以数组方式存储且结点按关键码有序排列

③ 以链接方式存储 ④ 以链接方式存储且结点按关键码有序排列

B：① n/2 ② n ③ (n+1)/2 ④ (n-1)/2

C：① O(n2) ② O(nlog2n) ③ O(log2n) ④ O(n)

D：① 小于 ② 大于 ③ 等于 ④ 大于等于

E：① 相同 ② 完全不同 ③ 有时不相同

F：① 散列存储 ② 顺序存储或链接存储

③ 压缩存储 ④ 索引存储

【解答】

A．② B．③ C．③ D．④ E．③ F. ②

7-25 填空题

(1) 以折半搜索方法从长度为12的有序表中搜索一个元素时，平均搜索长度为\_\_\_\_\_\_\_\_。

(2) 以折半搜索方法搜索一个线性表时，此线性表必须是\_\_\_\_\_\_\_存储的\_\_\_\_\_\_\_表。

(3) 从有序表（12, 18, 30, 43, 56, 78, 82, 95）中依次折半搜索43和56元素时，其搜索长度分别为\_\_\_\_\_\_\_和\_\_\_\_\_\_\_\_。

(4) 对于折半搜索所对应的判定树，它既是一棵\_\_\_\_\_\_\_\_，又是一棵\_\_\_\_\_\_\_。

(5) 假定对长度n = 50的有序表进行折半搜索，则对应的判定树高度为\_\_\_\_\_\_\_，判定树中前5层的结点数为\_\_\_\_\_\_\_，最后一层的结点数为\_\_\_\_\_\_\_\_。

【解答】

(1) 37/12 (2) 顺序，有序 (3) 1，3

(4) 二叉搜索树，理想平衡树 (5) 5，31，19

7-26 判断题

(1) 任一棵二叉搜索树的平均搜索时间都小于用顺序搜索法搜索同样结点的顺序表的平均搜索时间。

(2) 对于同一组待输入的关键码集合，虽然各关键码的输入次序不同，但得到的二叉搜索树都是相同的。

(3) 对于两棵具有相同关键码集合而形状不同的二叉搜索树，按中序遍历它们得到的序列的各元素的顺序是一样的。

(4) 在二叉搜索树上插入新的结点时，不必移动其他结点，仅需改动某个结点的指针，使它由空变为非空即可。

(5) 在二叉搜索树上删除一个结点时，不必移动其他结点，只要将该结点的双亲结点的相应的指针域置为空即可。

(6) 最优二叉搜索树的任何子树都是最优二叉搜索树。

(7) 在所有结点的权值都相等的情况下，只有最下面两层结点的度数可以小于2，其他结点的度数必须等于2的二叉搜索树才是最优二叉搜索树。

(8) 在所有结点的权值都相等的情况下，具有平衡特性的二叉搜索树一定是最优二叉搜索树。

(9) 最优二叉搜索树一定是平衡的二叉搜索树。

【解答】

(1) × (2) × (3) √ (4) √ (5) × (6) √ (7) √ (8) × (9) √

7-27设有序顺序表中的元素依次为017, 094, 154, 170, 275,503, 509, 512, 553, 612, 677, 765, 897, 908。试画出对其进行顺序搜索时的判定树, 并计算搜索成功的平均搜索长度和搜索不成功的平均搜索长度。

【解答】

509

154

677

275

553

897

094

170

503

512

612

765

908

017
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![](data:image/x-wmf;base64,183GmgAAAAAAAGAagAQACQAAAADxQAEACQAAA/kBAAADABUAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgARgGhIAAAAmBg8AGgD/////AAAQAAAAwP///7L///8gGgAAMgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAkACbwcFAAAAEwJAAucIBQAAABQCQAKsEwUAAAATAkAC6hUFAAAAFAJAAooYBQAAABMCQAIIGhUAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAApgQAAAAtAQEACAAAADIKzAN9GAIAAAAxNQgAAAAyCq4BehgCAAAAMTQIAAAAMgqgAo4XAQAAADcACAAAADIKzAP/EwIAAAAxNQkAAAAyCq4BnBMDAAAAMTE5AAgAAAAyCqACFhACAAAAMSkIAAAAMgqgAuINAgAAAChpCAAAADIKoALdCQEAAABuAAgAAAAyCswDXwcCAAAAMTUIAAAAMgquAcsHAQAAADEACQAAADIKoAI6AAMAAABBU0wAFQAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAACmBAAAAC0BAgAEAAAA8AEBAAgAAAAyChoBbwwCAAAAMTMIAAAAMgoPBBUNAQAAADAACAAAADIKDwREDAEAAABpAAoAAAAyCgADKwMGAAAAdW5zdWNjEAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKoAJcFgEAAAA9AAgAAAAyCqACbhIBAAAAPQAIAAAAMgqmAngRAQAAAPcACAAAADIKFAR4EQEAAAD4AAgAAAAyCrABeBEBAAAA9gAIAAAAMgqmAh0JAQAAAOcACAAAADIKFAQdCQEAAADoAAgAAAAyCrABHQkBAAAA5gAIAAAAMgqgAhoPAQAAACsACAAAADIKoAL3CgEAAAArAAgAAAAyCqACMQYBAAAAPQAQAAAA+wLA/QAAAAAAAJABAAAAAgACABBTeW1ib2wAAgQAAAAtAQIABAAAAPABAQAIAAAAMgr5AhoMAQAAAOUAEAAAAPsCIP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAIEAAAALQEBAAQAAADwAQIACAAAADIKDwSRDAEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIYEAAAALQECAAQAAADwAQEAAwAAAAAA)

7-28 试仿照折半搜索方法编写一个Fibonacci搜索算法，并针对n = 12情况，画出Fibonacci算法的判定树。

【解答】

Fibonacci数列为F0 = 0, F1 = 1, F2 = 1, F3 = 2, F4 = 3, F5 = 5, F6 = 8, F7 = 13, F8 = 21, F9 = 34, …。Fibonacci搜索就是利用Fibonacci数列来划分搜索区间的搜索方法。下图是一个 n = 12 的Fibnacci数列的树形结构，Fibonacci搜索就是利用Fibonacci树进行搜索的。

1

2

3

4

5

8

6

7

9

10

11

12

设有n个已经排序好的数据，每次搜索必须先找出Fibonacci树的根root和距离值。其原则如下：

第1步，计算满足Fib(a) <= n+1的Fibonacci数Fib(a)。在上例中，n = 12，由于Fib(7) <= 12+1 = 13，所以，a = 7。

第2步，求得树的根root = Fib(a-1) = Fib(6) = 8。与左子树根的距离dictance\_1 = Fib(a-2) = Fib(5) = 5，与右子树根的距离distance\_2 = Fib(a-3) = Fib(4) = 3。

第3步，进行迭代，直到找到满足给定值x的数据或距离等于0为止：

(1) 若根结点的数据值等于给定值x，搜索成功，返回root所指位置，算法结束。

(2) 若根结点的数据值小于给定值x，则必须搜索第Fib(a-1)个数据之后的数据，新的Fibonacci树是原树的右子树。root = root + distance\_2，修改distance\_1和distance\_2：

distance\_1 = distance\_1 – distance\_2，distance\_2 = distance\_2 – distance\_1。

(3) 若根结点的数据值大于给定值x，则必须搜索第Fib(a-1)个数据之前的数据，新的Fibonacci树是原树的左子树。root = root – distance\_1，修改distance\_1和distance\_2：

temp = distance\_1，distance\_1 = distance\_2，distance\_2 = temp – distance\_2。

下面给出非递归的Fibonacci搜索算法：

#**include** "dataList.h"

**template <class Type> int** dataList**<Type> : :** Fib\_Search ( **const Type&** value ) **{**

**int** i = 1, root, dis1, dis2**;**

**while** ( Fib ( i ) < CurrentSize ) i++**;** //确定Fibnacci数的阶数

root = Fib ( i-1 )**;** dis1 = Fib ( i-2 )**;** dis2 = Fib ( i-3 )**;**

**while** ( dis2 != 0 ) **{**

**switch** ( compare ( Element[root].key, value ) ) **{**

**case** '=' **:** **return** root**;** //搜索成功, 返回满足要求的位置

**case** '>' **:** root = root - dis1**; //**左缩搜索区间

temp = dis1**;** dis1 = dis2**;** dis2 = temp – dis2**;**

**break;**

**case** ‘<’ **:** root = root + dst2**;** //右缩搜索区间

dis1 = dis1 – dis2**;** dis2 = dis2 – dis1**;**

**break;**

**}**

**}**

**return** –1**;**

**}**

**template <class Type> char** dataList **<Type> ::** compare ( **Type** a**, Type** b ) **{**

**if** ( a – b == 0 ) **return** ‘=’**;**

**else if** ( a – b < 0 ) **return** ‘<’**;**

**else return** ‘>’**;**

**}**

7-29 假设二叉树存放于二叉链表中，树中结点的关键码互不相同。试编写一个算法，判别给定的二叉树是否二叉搜索树。

【解答】

判断给定二叉树是否二叉搜索树，可以采用递归算法。对于树中所有结点，检查是否左子树上结点的关键码都小于它的关键码，右子树上结点的关键码都大于它的关键码。相应算法如下：

**template <class Type>**

**void** BinaryTree <**Type> ::** binSearchTree ( BinTreeNode**<Type>** \* t, **int&** bs ) **{**

//在以t为根的子树中递归判断该子树是否二叉搜索树。是，bs返回1，否则bs返回0

**if** ( t != NULL ) **{**

**if** ( ( t->leftChild == NULL || t->data > t->leftChild->data ) **&&**

( t->rightChild == NULL || t->data < t->rightChild->data ) ) **{**

bs = 1**;**

binSearchTree ( t->leftChild, bs )**;** //递归到左子树判断

**if** ( bs ) binSearchTree ( t->rightChild, bs )**;** //递归到右子树判断

**}**

**else** bs = 0**;**

**}**

**}**

7-30 回答下列问题：

(1) 直接在二叉搜索树中搜索关键码为key的对象与从中序遍历输出的有序序列中顺序搜索关键码为key的对象，其效率是否相同？

(2) 输入关键码有序序列来构造一棵二叉搜索树，然后对此树进行搜索，试分析其效率。

【解答】

(1) 效率不相同。在二叉搜索树中平均搜索效率高于有序表的顺序搜索。

(2) 其效率等同于有序表的顺序搜索。因为按关键码有序序列构造出来的二叉搜索树是一棵向右倾斜的单支树，失去了二叉搜索树的优点。

7-31 设在一棵二叉搜索树的每个结点中，含有关键码key域和统计相同关键码结点个数的count域，当向该树插入一个元素时，若树中已存在与该元素的关键码相同的结点，则就使该结点的count域增1，否则就由该元素生成一个新结点而插入到树中，并使其count域置为1，试按照这种插入要求编写一个算法。

【解答】

**template <class Type>**

**void** BST **<Type> ::** Insert1 ( **const Type&** value ) **{**

//向二叉搜索树中插入一个元素value, 若树中存在该元素, 则将匹配结点中的count域

//的值加1即可

BstNode**<Type>** \*p = root, \*pr = NULL**; //**p是检测指针, pr是其双亲指针

**while** ( p != NULL ) **{ //**在树中搜索关键码为value的结点

pr = p**;**

**if** ( value == p->data ) **break;**

**else if** ( value < p->data ) p = p->leftChild**;**

**else** p = p->rightChild**;**

**}**

**if** ( p != NULL ) p->count++**;**  //若元素已存在，将其count域的值增1

**else {** //否则建立新结点并插入到合适位置

BstNode**<Type>** \*s = **new** BTreeNode**;**

s->data = value**;** s->count = 1**;**

s->leftChild = s->rightChild = NULL**;**

**if** ( pr == NULL ) root = s**;**  //空树情形

**else if** ( value < pr->data ) pr->leftChild = s**; //**非空树情形, 接在双亲下面

**else** pr->rightChild = s**;**

**}**

**}**

7-32 设有一个关键码的输入序列 **{** 55, 31, 11, 37, 46, 73, 63, 02, 07 **}**,

(1) 从空树开始构造平衡二叉搜索树, 画出每加入一个新结点时二叉树的形态。若发生不平衡, 指明需做的平衡旋转的类型及平衡旋转的结果。

(2) 计算该平衡二叉搜索树在等概率下的搜索成功的平均搜索长度和搜索不成功的平均搜索长度。

【解答】

(1) 构造平衡二叉搜索树的过程
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(2) 计算在等概率下的搜索成功的平均搜索长度和搜索不成功的平均搜索长度。

ASLsucc = (1/9)\*(1+2\*2+3\*4+4\*2)=25/9

ASLunsucc = (1/10)\*(3\*6+4\*4)=17/5