问题分类

问题分类旨在分析问题并将其分配到表示其预期答案类型的适当类别，因此它能够限制系统仅对特定信息源的可能答案的搜索，以制定适当的策略来找到响应，并缩小可能的回答候选的数量。

基于机器学习的问题分类方法先从问题的数据集中提取各种词法，句法和语义特征，然后应用例如朴素贝叶斯（NB），决策树（DT），Winnows的稀疏网络（SNoW）和支持向量机（SVM）、最大熵等各种监督学习方法来构建分类器，训练的分类器可以用来预测问题的类型。根据研究[1,2,3,4]，在上述方法中具有线性内核功能的支持向量机是最有效的方法。

基于深度学习的问题分类方法主要是CNNs和RNNs，同时随着word2vec和GloVe等词向量模型的发展，使CNNs和RNNs的输入能在保留语义距离信息的同时便于NLP各项任务的计算。递归神经网络（RNN）因其具有复现的特征有助于突破以往前馈神经网络遇到的词依赖边界限制问题，已经被广泛应用于语言建模。然而，RNN具有的梯度消失问题使其难以训练，因此提出了其改进的具有门控存储单元的RNN网络例如LSTM、GRU。LSTM具有长距离记忆的特性被应用于生成句向量（Ravuri和Stolcke，2015a; Tang等人，2015; Tai等人，2015）。当LSTM被应用于对句子建模时，句子结尾词的存储单元携带整个句子的信息，将此处输出向量作为句向量（Ravuri和Stolcke，2015a）。或者，一个句子用它各个词的LSTM输出向量的平均值表示（Tang等人，2015）。卷积神经网络（CNN）最初是为图像处理而开发的（Lecun等人，1998），是目前计算机视觉领域的最优模型。它们首先由Collobert等人（2008; 2011）应用于使用最大时间合并方法来聚合卷积层向量的自然语言处理任务；Kalchbrenner（2014）的论文中提出将CNN的k-max池化用于句子建模，通过将CNN与不同的特征映射通道和预训练的单词向量整合，实现了不同基准数据集上的显着查询分类性能（Zhang and Wallace，2015; Kim，2014），显示了CNN对句子分类的潜力，同时因为字符随机出现的特性和分类任务字长有限的特性，使得CNN能很好的拟合问题查询任务。
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