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# factoring and scaling the cov for analysis  
Exam3Q1 <- read\_excel("C:/MyData-Late Fall/510-prin 2/Assignment/Exam3Q1.xlsx") #  
Exam3Q1$severe <- factor(Exam3Q1$severe)   
Exam3Q1$cognitivedecline <- factor(Exam3Q1$cognitivedecline)  
Exam3Q1$depression <- factor(Exam3Q1$depression)  
Exam3Q1$cancer <- factor(Exam3Q1$cancer)  
Exam3Q1$autoimmune <- factor(Exam3Q1$autoimmune)  
Exam3Q1$transferedin <- factor(Exam3Q1$transferedin)  
Exam3Q1$sex <- factor(Exam3Q1$sex)  
Exam3Q1$yearseducation <- factor(Exam3Q1$yearseducation)  
Exam3Q1$nolifesupportorder <- factor(Exam3Q1$nolifesupportorder)  
Exam3Q1$insurancetype <- factor(Exam3Q1$insurancetype)  
Exam3Q1$resp <- factor(Exam3Q1$resp)  
Exam3Q1$infection <- factor(Exam3Q1$infection)  
Exam3Q1$trauma <- factor(Exam3Q1$trauma)  
Exam3Q1$race <- factor(Exam3Q1$race)  
Exam3Q1$age <- scale(Exam3Q1$age)  
Exam3Q1$bloodpressure <- scale(Exam3Q1$bloodpressure)  
Exam3Q1$temperature <- scale(Exam3Q1$temperature)  
Exam3Q1$creatinelevels <- scale(Exam3Q1$creatinelevels)  
Exam3Q1$sodiumlevels <- scale(Exam3Q1$sodiumlevels)  
Exam3Q1$urineweight <- scale(Exam3Q1$urineweight)  
Exam3Q1$kg <- scale(Exam3Q1$kg)  
Exam3Q1$income <- scale(Exam3Q1$income)  
Exam3Q1$surgerytype <- Exam3Q1$surgerytype  
  
#build the full model (all potential IVs to see if they predict assignment):  
psmodel <- glm(surgerytype ~ age + bloodpressure + temperature + creatinelevels + sodiumlevels + urineweight + kg + income + severe + cognitivedecline + depression + cancer + autoimmune + transferedin + sex + yearseducation + nolifesupportorder + insurancetype + resp + infection + trauma + race , data = Exam3Q1, family = 'binomial')  
  
summary(psmodel)

##   
## Call:  
## glm(formula = surgerytype ~ age + bloodpressure + temperature +   
## creatinelevels + sodiumlevels + urineweight + kg + income +   
## severe + cognitivedecline + depression + cancer + autoimmune +   
## transferedin + sex + yearseducation + nolifesupportorder +   
## insurancetype + resp + infection + trauma + race, family = "binomial",   
## data = Exam3Q1)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1919 -0.9445 -0.6410 1.1233 2.4776   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.83801 0.42185 -1.987 0.046974 \*   
## age 0.01459 0.04074 0.358 0.720205   
## bloodpressure -0.44860 0.03232 -13.879 < 2e-16 \*\*\*  
## temperature 0.00276 0.03017 0.091 0.927102   
## creatinelevels 0.17409 0.03062 5.685 1.31e-08 \*\*\*  
## sodiumlevels -0.06953 0.02948 -2.359 0.018347 \*   
## urineweight -0.07486 0.03038 -2.464 0.013732 \*   
## kg 0.20911 0.03150 6.638 3.17e-11 \*\*\*  
## income 0.01644 0.03389 0.485 0.627603   
## severe1 0.19423 0.07842 2.477 0.013251 \*   
## cognitivedecline1 -0.40728 0.10969 -3.713 0.000205 \*\*\*  
## depression1 -0.48549 0.12814 -3.789 0.000151 \*\*\*  
## cancer1 -0.28414 0.07269 -3.909 9.26e-05 \*\*\*  
## autoimmune1 0.07125 0.06718 1.061 0.288858   
## transferedin1 0.42524 0.08980 4.735 2.19e-06 \*\*\*  
## sexMale 0.02981 0.06123 0.487 0.626347   
## yearseducation1 -0.94417 1.25217 -0.754 0.450834   
## yearseducation2 0.11920 0.77102 0.155 0.877135   
## yearseducation3 0.36165 0.51495 0.702 0.482495   
## yearseducation4 0.15957 0.55815 0.286 0.774964   
## yearseducation5 -0.22551 0.52665 -0.428 0.668518   
## yearseducation6 0.08933 0.46093 0.194 0.846337   
## yearseducation7 0.25431 0.45172 0.563 0.573442   
## yearseducation8 -0.15042 0.41653 -0.361 0.718011   
## yearseducation9 0.34514 0.42902 0.804 0.421121   
## yearseducation10 0.29623 0.41352 0.716 0.473768   
## yearseducation11 0.07519 0.41169 0.183 0.855081   
## yearseducation12 0.14324 0.40799 0.351 0.725522   
## yearseducation13 0.18799 0.42706 0.440 0.659806   
## yearseducation14 0.42810 0.41487 1.032 0.302115   
## yearseducation15 0.34276 0.44590 0.769 0.442069   
## yearseducation16 0.35484 0.42117 0.843 0.399508   
## yearseducation17 0.25061 0.47776 0.525 0.599885   
## yearseducation18 -0.06601 0.45927 -0.144 0.885713   
## yearseducation19 0.03169 0.57052 0.056 0.955705   
## yearseducation20 0.37160 0.51417 0.723 0.469852   
## yearseducation21 -0.21417 0.77006 -0.278 0.780918   
## yearseducation22 1.06324 0.95249 1.116 0.264301   
## yearseducation23 0.92578 1.47486 0.628 0.530197   
## yearseducation24 -0.09427 0.97188 -0.097 0.922729   
## yearseducation25 12.10970 324.74401 0.037 0.970254   
## yearseducation26 -11.24634 324.74396 -0.035 0.972374   
## yearseducation27 12.63451 324.74401 0.039 0.968965   
## yearseducation30 -10.77699 324.74397 -0.033 0.973526   
## nolifesupportorderYes -0.67948 0.10518 -6.460 1.04e-10 \*\*\*  
## insurancetypeMedicare 0.22098 0.12296 1.797 0.072310 .   
## insurancetypeMedicare & Medicaid 0.25466 0.15472 1.646 0.099787 .   
## insurancetypeNo insurance 0.44688 0.15260 2.928 0.003406 \*\*   
## insurancetypePrivate 0.41256 0.11121 3.710 0.000207 \*\*\*  
## insurancetypePrivate & Medicare 0.41124 0.12614 3.260 0.001114 \*\*   
## respYes -0.45482 0.06301 -7.218 5.27e-13 \*\*\*  
## infectionYes 0.34602 0.07698 4.495 6.97e-06 \*\*\*  
## traumaYes 1.17182 0.31070 3.772 0.000162 \*\*\*  
## raceother 0.01381 0.13986 0.099 0.921335   
## racewhite -0.03117 0.08673 -0.359 0.719304   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 7621.4 on 5734 degrees of freedom  
## Residual deviance: 6862.7 on 5680 degrees of freedom  
## AIC: 6972.7  
##   
## Number of Fisher Scoring iterations: 11

#Reduced model based on the covariates which are significant  
psmodelfinal <- glm(surgerytype ~ bloodpressure + creatinelevels + sodiumlevels + urineweight + kg + severe +   
 cognitivedecline + depression + cancer + transferedin + nolifesupportorder + insurancetype + resp   
 + infection + trauma, data = Exam3Q1, family = "binomial")  
  
summary(psmodelfinal)

##   
## Call:  
## glm(formula = surgerytype ~ bloodpressure + creatinelevels +   
## sodiumlevels + urineweight + kg + severe + cognitivedecline +   
## depression + cancer + transferedin + nolifesupportorder +   
## insurancetype + resp + infection + trauma, family = "binomial",   
## data = Exam3Q1)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1364 -0.9457 -0.6473 1.1321 2.4668   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.67763 0.09754 -6.947 3.73e-12 \*\*\*  
## bloodpressure -0.45077 0.03203 -14.071 < 2e-16 \*\*\*  
## creatinelevels 0.17589 0.02987 5.888 3.92e-09 \*\*\*  
## sodiumlevels -0.06890 0.02916 -2.363 0.018115 \*   
## urineweight -0.06932 0.02992 -2.317 0.020504 \*   
## kg 0.20661 0.03063 6.746 1.52e-11 \*\*\*  
## severe1 0.19948 0.07673 2.600 0.009327 \*\*   
## cognitivedecline1 -0.40950 0.10812 -3.788 0.000152 \*\*\*  
## depression1 -0.50278 0.12675 -3.967 7.29e-05 \*\*\*  
## cancer1 -0.27534 0.07206 -3.821 0.000133 \*\*\*  
## transferedin1 0.42271 0.08909 4.745 2.09e-06 \*\*\*  
## nolifesupportorderYes -0.68479 0.10373 -6.602 4.06e-11 \*\*\*  
## insurancetypeMedicare 0.23505 0.10909 2.155 0.031198 \*   
## insurancetypeMedicare & Medicaid 0.25610 0.14900 1.719 0.085649 .   
## insurancetypeNo insurance 0.46278 0.15146 3.055 0.002247 \*\*   
## insurancetypePrivate 0.47459 0.10552 4.498 6.87e-06 \*\*\*  
## insurancetypePrivate & Medicare 0.44259 0.11149 3.970 7.19e-05 \*\*\*  
## respYes -0.44858 0.06233 -7.196 6.19e-13 \*\*\*  
## infectionYes 0.36002 0.07598 4.738 2.15e-06 \*\*\*  
## traumaYes 1.16260 0.30981 3.753 0.000175 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 7621.4 on 5734 degrees of freedom  
## Residual deviance: 6900.9 on 5715 degrees of freedom  
## AIC: 6940.9  
##   
## Number of Fisher Scoring iterations: 4

vif(psmodelfinal)

## GVIF Df GVIF^(1/(2\*Df))  
## bloodpressure 1.062348 1 1.030703  
## creatinelevels 1.064190 1 1.031596  
## sodiumlevels 1.013823 1 1.006888  
## urineweight 1.065545 1 1.032252  
## kg 1.024902 1 1.012374  
## severe 1.075410 1 1.037020  
## cognitivedecline 1.052195 1 1.025765  
## depression 1.014781 1 1.007363  
## cancer 1.063992 1 1.031500  
## transferedin 1.021458 1 1.010672  
## nolifesupportorder 1.044883 1 1.022195  
## insurancetype 1.128336 5 1.012148  
## resp 1.037704 1 1.018678  
## infection 1.076618 1 1.037602  
## trauma 1.018416 1 1.009166

#no mulitcollinearity is found.  
  
#Lets make our data frame excluding any NA and missing data.  
dataready <- na.omit(Exam3Q1)  
psf <- formula('surgerytype ~ bloodpressure + creatinelevels + sodiumlevels + urineweight + kg + severe +   
 cognitivedecline + depression + cancer + transferedin + nolifesupportorder + insurancetype + resp   
 + infection + trauma')  
  
#Let's get our PS generated by Logit:  
logit <- glm(psf, family = "binomial", data = dataready)  
dataready$ps <- fitted(logit)  
  
#Plotting the data we get the overlap which looks good . It does look like we have quite a bit of common support:  
dataready %>%  
ggplot(aes(x = ps)) +  
geom\_histogram(color = "white") +  
facet\_wrap(~surgerytype)

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

![](data:image/png;base64,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)

#Lets try at least one other method (recursive partitioning with 5000 trees):  
#controls <- cforest\_unbiased(ntree = 1000, mtry = 2)  
#forest <- cforest(psf, data = as.data.frame(dataready), controls = controls)  
#forestfit <- predict(forest, type="prob")  
#dataready$fps <- matrix(unlist(forestfit),,2,byrow=T)[,2]  
  
##error in cforest data so trying gbm - Generalized Boosting Model  
  
gbm <- ps(psf, data = as.data.frame(dataready), n.trees = 3000, stop.method=c("es.max"), verbose = TRUE)

## Fitting gbm model  
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.3274 nan 0.0100 nan  
## 2 1.3259 nan 0.0100 nan  
## 3 1.3244 nan 0.0100 nan  
## 4 1.3230 nan 0.0100 nan  
## 5 1.3216 nan 0.0100 nan  
## 220 1.2096 nan 0.0100 nan  
## 240 1.2052 nan 0.0100 nan  
## 260 1.2013 nan 0.0100 nan  
## 280 1.1978 nan 0.0100 nan  
## 300 1.1945 nan 0.0100 nan  
## 320 1.1915 nan 0.0100 nan  
## 2980 1.0775 nan 0.0100 nan  
## 3000 1.0770 nan 0.0100 nan  
##   
## Diagnosis of unweighted analysis  
## Optimizing with es.max.ATE stopping rule  
## Optimized at 1979   
## Diagnosis of es.max.ATE weights

dataready$gmbfit <- gbm$ps  
  
dataready %>%  
ggplot(aes(x = dataready$gmbfit$es.max.ATE)) +  
geom\_histogram(color = "white") +  
facet\_wrap(~surgerytype)

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

![](data:image/png;base64,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)

#due to error cforest is aborted , so tried gbm where overlap looks worse than logit so we will use logit score so Lets stick with the first model using standard regression estimation of PS (dataready$ps).   
  
dataready$logps <- log(dataready$ps/(1- dataready$ps))  
  
#\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**Stratified**\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
  
#Will go with the method provided in the matchit ,lets go with 5 stratum.  
stratified <- matchit(psf, data = dataready, distance = dataready$logps, method = "subclass", sub.by = "treat", subclass = 5)  
stratified

##   
## Call:   
## matchit(formula = psf, data = dataready, method = "subclass",   
## distance = dataready$logps, sub.by = "treat", subclass = 5)  
##   
## Sample sizes by subclasses:  
##   
## Control Treated  
## All 3551 2184  
## Subclass 1 1686 437  
## Subclass 2 759 437  
## Subclass 3 561 436  
## Subclass 4 305 437  
## Subclass 5 240 437

stratumworking <- match.data(stratified)  
  
  
#Lets look at the standard mean difference to see how well we balanced this data:  
check <- summary(stratified, standardize = TRUE)  
stdmeandifferences <- data.frame(check$q.table[,3,])  
summary(stdmeandifferences)

## Subclass.1 Subclass.2 Subclass.3   
## Min. :-0.215250 Min. :-0.101959 Min. :-0.093547   
## 1st Qu.:-0.088896 1st Qu.:-0.017951 1st Qu.:-0.054316   
## Median : 0.032330 Median : 0.012330 Median : 0.001901   
## Mean :-0.005531 Mean : 0.004332 Mean : 0.002322   
## 3rd Qu.: 0.068127 3rd Qu.: 0.028398 3rd Qu.: 0.044327   
## Max. : 0.236529 Max. : 0.091663 Max. : 0.144868   
## Subclass.4 Subclass.5   
## Min. :-0.095793 Min. :-0.244291   
## 1st Qu.:-0.028724 1st Qu.:-0.041217   
## Median :-0.004763 Median : 0.008241   
## Mean :-0.003869 Mean :-0.005827   
## 3rd Qu.: 0.026228 3rd Qu.: 0.038908   
## Max. : 0.068381 Max. : 0.163197

#We are above our .1 strict cut off for some but all below our .25 cutoff. So balance does look good.  
  
design <- svydesign(id = ~0, data = stratumworking)

## Warning in svydesign.default(id = ~0, data = stratumworking): No weights or  
## probabilities supplied, assuming equal probability

ntreat <- data.frame(table(stratumworking$subclass[stratumworking$surgerytype == 1]))  
names(ntreat) <- c("subclass", "N.1s")  
ncontrol <- data.frame(table(stratumworking$subclass[stratumworking$surgerytype == 0]))  
names(ncontrol) <- c("subclass", "N.0s")  
scounts <- merge(ntreat, ncontrol)  
stratumworking <- merge(stratumworking, scounts)  
propt <- svymean(~factor(surgerytype), design)  
  
stratumworking$weights <- with(stratumworking, ifelse(surgerytype == 1, 1, stratumworking$N.1s\*propt[1]/ stratumworking$N.0s\*propt[2]))  
xtabs(~weights +subclass, stratumworking)

## subclass  
## weights 1 2 3 4 5  
## 0.0611167608076526 1686 0 0 0 0  
## 0.135761342189331 0 759 0 0 0  
## 0.183256796267952 0 0 561 0 0  
## 0.337845438431811 0 0 0 305 0  
## 0.429345244673759 0 0 0 0 240  
## 1 437 437 436 437 437

stratumworking$ATTwFinal <- stratumworking$weights /mean(stratumworking$weights)  
  
  
bal.stat(stratumworking, estimand = "ATT", w.all = stratumworking$ATTwFinal, vars = cbind('bloodpressure' , 'creatinelevels' , 'sodiumlevels' , 'urineweight' , 'kg', 'severe' , 'cognitivedecline' , 'depression' , 'cancer' , 'transferedin' , 'nolifesupportorder' , 'insurancetype' , 'resp' , 'infection' , 'trauma'), sampw = 1, get.ks = FALSE, treat.var = "surgerytype", multinom = FALSE)$results

## tx.mn tx.sd ct.mn  
## bloodpressure -0.27130558 0.9000075 -0.22689280  
## creatinelevels 0.16581144 0.9999377 0.16291518  
## sodiumlevels -0.05696642 0.9928137 -0.04632826  
## urineweight -0.07461033 1.0365402 -0.06252928  
## kg 0.15598968 0.9543641 0.12279285  
## severe:0 0.79578755 0.4031250 0.79797695  
## severe:1 0.20421245 0.4031250 0.20202305  
## cognitivedecline:0 0.93086081 0.2536907 0.92690708  
## cognitivedecline:1 0.06913919 0.2536907 0.07309292  
## depression:0 0.95421245 0.2090240 0.95260973  
## depression:1 0.04578755 0.2090240 0.04739027  
## cancer:0 0.79670330 0.4024514 0.79069983  
## cancer:1 0.20329670 0.4024514 0.20930017  
## transferedin:0 0.85027473 0.3568019 0.85731656  
## transferedin:1 0.14972527 0.3568019 0.14268344  
## nolifesupportorder:No 0.92902930 0.2567759 0.91792989  
## nolifesupportorder:Yes 0.07097070 0.2567759 0.08207011  
## insurancetype:Medicaid 0.08836996 0.2838322 0.09016829  
## insurancetype:Medicare 0.23397436 0.4233561 0.23261999  
## insurancetype:Medicare & Medicaid 0.05631868 0.2305361 0.05523831  
## insurancetype:No insurance 0.06227106 0.2416472 0.06274937  
## insurancetype:Private 0.33470696 0.4718879 0.33041349  
## insurancetype:Private & Medicare 0.22435897 0.4171595 0.22881055  
## resp:No 0.71062271 0.4534733 0.70655018  
## resp:Yes 0.28937729 0.4534733 0.29344982  
## infection:No 0.76373626 0.4247860 0.81150440  
## infection:Yes 0.23626374 0.4247860 0.18849560  
## trauma:No 0.98443223 0.1237958 0.99335616  
## trauma:Yes 0.01556777 0.1237958 0.00664384  
## ct.sd **std.eff.sz** stat  
## bloodpressure 0.89881836 -0.049347124 -1.76211062  
## creatinelevels 1.33736641 0.002896440 0.07119327  
## sodiumlevels 1.01008368 -0.010715156 -0.35234533  
## urineweight 1.03125669 -0.011655171 -0.37742085  
## kg 0.93779555 0.034784247 1.20407976  
## severe:0 0.40150933 -0.005431074 0.03075533  
## severe:1 0.40150933 0.005431074 NA  
## cognitivedecline:0 0.26028896 0.015584810 0.31338336  
## cognitivedecline:1 0.26028896 -0.015584810 NA  
## depression:0 0.21247219 0.007667658 0.08293555  
## depression:1 0.21247219 -0.007667658 NA  
## cancer:0 0.40680906 0.014917243 0.26049035  
## cancer:1 0.40680906 -0.014917243 NA  
## transferedin:0 0.34974974 -0.019735965 0.38635639  
## transferedin:1 0.34974974 0.019735965 NA  
## nolifesupportorder:No 0.27447150 0.043226066 2.38413789  
## nolifesupportorder:Yes 0.27447150 -0.043226066 NA  
## insurancetype:Medicaid 0.28642272 -0.006335892 0.04829596  
## insurancetype:Medicare 0.42250199 0.003199130 NA  
## insurancetype:Medicare & Medicaid 0.22844482 0.004686359 NA  
## insurancetype:No insurance 0.24251163 -0.001979382 NA  
## insurancetype:Private 0.47036200 0.009098503 NA  
## insurancetype:Private & Medicare 0.42006700 -0.010671165 NA  
## resp:No 0.45534275 0.008980756 0.09890412  
## resp:Yes 0.45534275 -0.008980756 NA  
## infection:No 0.39110742 -0.112452216 13.91530014  
## infection:Yes 0.39110742 0.112452216 NA  
## trauma:No 0.08123853 -0.072085830 7.41251723  
## trauma:Yes 0.08123853 0.072085830 NA  
## p  
## bloodpressure 0.0781038939  
## creatinelevels 0.9432464242  
## sodiumlevels 0.7245922496  
## urineweight 0.7058748439  
## kg 0.2286084604  
## severe:0 0.8607935558  
## severe:1 NA  
## cognitivedecline:0 0.5756332720  
## cognitivedecline:1 NA  
## depression:0 0.7733683709  
## depression:1 NA  
## cancer:0 0.6098031267  
## cancer:1 NA  
## transferedin:0 0.5342455910  
## transferedin:1 NA  
## nolifesupportorder:No 0.1226276796  
## nolifesupportorder:Yes NA  
## insurancetype:Medicaid 0.9985400099  
## insurancetype:Medicare NA  
## insurancetype:Medicare & Medicaid NA  
## insurancetype:No insurance NA  
## insurancetype:Private NA  
## insurancetype:Private & Medicare NA  
## resp:No 0.7531601619  
## resp:Yes NA  
## infection:No 0.0001930827  
## infection:Yes NA  
## trauma:No 0.0064967529  
## trauma:Yes NA

#balance for all looks good , and it is below lazer cut off .25  
  
stratumworking$died <- scale(stratumworking$died)  
#balance looks perfect let’s do an additional analysis with bootstrapping, not required thouhh:  
design <- svydesign(ids = ~0, weights = stratumworking$ATTwFinal, data = stratumworking)  
design <- as.svrepdesign(design, type = c("bootstrap"), replicates = 5000)  
  
model <- svyglm(died ~ factor(surgerytype) + age + bloodpressure + temperature + creatinelevels + sodiumlevels + urineweight + kg + severe + cognitivedecline + depression + cancer + transferedin + nolifesupportorder + insurancetype + resp + infection + trauma , design = design, family = gaussian())  
  
summary(model)

##   
## Call:  
## svyglm(formula = died ~ factor(surgerytype) + bloodpressure +   
## temperature + creatinelevels + sodiumlevels + urineweight +   
## kg + severe + cognitivedecline + depression + cancer + transferedin +   
## nolifesupportorder + insurancetype + resp + infection + trauma,   
## design = design, family = gaussian())  
##   
## Survey design:  
## as.svrepdesign(design, type = c("bootstrap"), replicates = 5000)  
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -0.187805 0.066917 -2.807 0.005027 \*\*   
## factor(surgerytype)1 0.132037 0.028756 4.592 4.51e-06 \*\*\*  
## bloodpressure -0.055680 0.018850 -2.954 0.003153 \*\*   
## temperature -0.056010 0.016484 -3.398 0.000684 \*\*\*  
## creatinelevels 0.064245 0.016043 4.004 6.31e-05 \*\*\*  
## sodiumlevels -0.005832 0.016491 -0.354 0.723604   
## urineweight -0.016624 0.016403 -1.013 0.310911   
## kg -0.041967 0.018670 -2.248 0.024631 \*   
## severe1 0.061128 0.042822 1.428 0.153498   
## cognitivedecline1 0.140672 0.060573 2.322 0.020255 \*   
## depression1 -0.067268 0.082407 -0.816 0.414368   
## cancer1 0.339747 0.039870 8.521 < 2e-16 \*\*\*  
## transferedin1 -0.148168 0.050780 -2.918 0.003541 \*\*   
## nolifesupportorderYes 0.366788 0.045027 8.146 4.71e-16 \*\*\*  
## insurancetypeMedicare 0.085714 0.073282 1.170 0.242197   
## insurancetypeMedicare & Medicaid 0.060191 0.095062 0.633 0.526650   
## insurancetypeNo insurance 0.023929 0.091089 0.263 0.792792   
## insurancetypePrivate -0.010848 0.066683 -0.163 0.870773   
## insurancetypePrivate & Medicare 0.004388 0.075221 0.058 0.953480   
## respYes -0.028795 0.037487 -0.768 0.442432   
## infectionYes 0.021427 0.040481 0.529 0.596608   
## traumaYes -0.348187 0.171123 -2.035 0.041932 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 4995.514)  
##   
## Number of Fisher Scoring iterations: 2

#**surgerytype 1** appears to have a significant impact with surgerytype 1 leading to a .0132 SD decrease in death. Lets see how susceptible we are to bias:  
#many covariates also seem to impact  
  
sensitivity <- treatSens(died ~ factor(surgerytype) + ps + I((ps)^2) + I((ps)^3), trt.family = binomial(link = "probit"), grid.dim = c(5,5), nsim = 20, weights = stratumworking$AttwFinal, data = stratumworking)  
#Coefficients on U where tau = 0:  
summary(sensitivity)

## Coefficients on U where tau = 0:  
## Y Z  
## 1.491 2.025  
## 1.431 0.878  
## 1.405 0.713  
## 1.121 0.000  
## 1.294 -1.418  
## 1.405 -1.688  
## 1.873 -2.101  
##   
##   
## Coefficients on U where significance level 0.05 is lost:  
## Y Z  
## 1.641 2.025  
## 1.444 0.878  
## 1.405 0.689  
## 1.040 0.000  
## 1.127 -1.418  
## 1.405 -2.091  
## 1.873 -2.316  
##   
##   
## Estimated treatment effects  
## -2.565 -1.418 0 0.878 2.025  
## 0 0.123 0.123 0.123 0.123 0.123  
## 0.468 0.464 0.365 0.122 -0.038 -0.182  
## 0.937 0.801 0.600 0.114 -0.175 -0.471  
## 1.405 1.111 0.182 0.041 0.041 -0.679  
## 1.873 1.294 0.134 0.013 0.013 -0.058

sensPlot(sensitivity)

## Note: Predictors with negative coefficients for the response surface have been transformed through multiplication by -1 and are displayed as inverted triangles.
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# the first part of the result of the sensitivity shows coefficients on U where the treatment effect is zero.

these standard coefficients are large , which means that an unmeasured confounder with a strong relationship with

Z or Y would have to exist for the current effect to become zero if the confounder is included in analysis.

the second part coefficients on U where alpha = 0.05 is lost:

these coefficients are also large which means that there would have to be a strong omitted confounder for the effect to be non-significant.

so the result conclude that the estimated treatment effect of surgery type is robust to omitted confounders.

#It looks that the size of the effect is truly 0, and it does appear that it’s a very strong effect.

#\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**Weighting**\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
#Lets now turn to weighting and see if it returns more robust or even different results. Note we use the raw ps here as log corrected will result in negative weights which aren’t possible.  
  
dataready$ATTw <- with(dataready, ifelse(surgerytype == 1, 1, ps/(1-ps)))  
with(dataready, by(ATTw, surgerytype, summary))

## surgerytype: 0  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.0215 0.2776 0.4805 0.6185 0.8070 7.5821   
## --------------------------------------------------------   
## surgerytype: 1  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1 1 1 1 1 1

dataready$correctedweights <- with(dataready, ifelse(surgerytype == 1, mean(ps)/ps, mean(1-ps)/(1-ps)))  
with(dataready, by(correctedweights, surgerytype, summary))

## surgerytype: 0  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.6325 0.7910 0.9167 1.0021 1.1189 5.3139   
## --------------------------------------------------------   
## surgerytype: 1  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.4239 0.6778 0.8338 0.9997 1.1255 7.9499

#It looks like the corrected weights are bringing about better balance:  
model1 <- glm (age ~ surgerytype, weights = ATTw, data = dataready)  
summary(model1)

##   
## Call:  
## glm(formula = age ~ surgerytype, data = dataready, weights = ATTw)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -5.4253 -0.5181 0.1563 0.6050 2.3526   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -0.043482 0.018070 -2.406 0.0161 \*  
## surgerytype 0.005756 0.025590 0.225 0.8220   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 0.7170818)  
##   
## Null deviance: 4111.1 on 5734 degrees of freedom  
## Residual deviance: 4111.0 on 5733 degrees of freedom  
## AIC: 17088  
##   
## Number of Fisher Scoring iterations: 2

model2 <- glm (cancer ~ surgerytype, weights = ATTw, data = dataready, family = "quasibinomial")  
summary(model2)

##   
## Call:  
## glm(formula = cancer ~ surgerytype, family = "quasibinomial",   
## data = dataready, weights = ATTw)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.8659 -0.6742 -0.5172 -0.2443 3.1773   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -1.35445 0.04619 -29.323 <2e-16 \*\*\*  
## surgerytype -0.01137 0.06552 -0.173 0.862   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for quasibinomial family taken to be 0.7640205)  
##   
## Null deviance: 4434.5 on 5734 degrees of freedom  
## Residual deviance: 4434.4 on 5733 degrees of freedom  
## AIC: NA  
##   
## Number of Fisher Scoring iterations: 4

model3 <- glm (age ~ surgerytype, weights = correctedweights, data = dataready)  
summary(model3)

##   
## Call:  
## glm(formula = age ~ surgerytype, data = dataready, weights = correctedweights)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.7955 -0.6427 0.1702 0.7388 3.5400   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) -0.002279 0.016785 -0.136 0.892  
## surgerytype -0.022638 0.027219 -0.832 0.406  
##   
## (Dispersion parameter for gaussian family taken to be 1.002525)  
##   
## Null deviance: 5748.2 on 5734 degrees of freedom  
## Residual deviance: 5747.5 on 5733 degrees of freedom  
## AIC: 16636  
##   
## Number of Fisher Scoring iterations: 2

model4 <- glm (cancer ~ surgerytype, weights = correctedweights, data = dataready, family = "quasibinomial")  
summary(model4)

##   
## Call:  
## glm(formula = cancer ~ surgerytype, family = "quasibinomial",   
## data = dataready, weights = correctedweights)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.0603 -0.7347 -0.6482 -0.5433 4.0968   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -1.20764 0.03986 -30.299 <2e-16 \*\*\*  
## surgerytype 0.02352 0.06439 0.365 0.715   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for quasibinomial family taken to be 1.001557)  
##   
## Null deviance: 6216.6 on 5734 degrees of freedom  
## Residual deviance: 6216.5 on 5733 degrees of freedom  
## AIC: NA  
##   
## Number of Fisher Scoring iterations: 4

#Now we can see what the effect is:  
dataready$died <- scale(dataready$died)  
  
design <- svydesign(ids = ~0, weights = dataready$correctedweights, data = dataready)  
design <- as.svrepdesign(design, type = c("bootstrap"), replicates = 5000)  
  
  
model <- svyglm(died ~ factor(surgerytype) + bloodpressure + temperature + creatinelevels + sodiumlevels + urineweight + kg + severe + cognitivedecline + depression + cancer + transferedin + nolifesupportorder + insurancetype + resp + infection + trauma, design = design, family = gaussian())  
summary(model)

##   
## Call:  
## svyglm(formula = died ~ factor(surgerytype) + bloodpressure +   
## temperature + creatinelevels + sodiumlevels + urineweight +   
## kg + severe + cognitivedecline + depression + cancer + transferedin +   
## nolifesupportorder + insurancetype + resp + infection + trauma,   
## design = design, family = gaussian())  
##   
## Survey design:  
## as.svrepdesign(design, type = c("bootstrap"), replicates = 5000)  
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) -0.1956510 0.0499766 -3.915 9.17e-05  
## factor(surgerytype)1 0.1409714 0.0275134 5.124 3.11e-07  
## bloodpressure -0.0454413 0.0142962 -3.179 0.001489  
## temperature -0.0585985 0.0144243 -4.062 4.93e-05  
## creatinelevels 0.0477368 0.0162184 2.943 0.003262  
## sodiumlevels -0.0041180 0.0136685 -0.301 0.763218  
## urineweight 0.0001903 0.0133859 0.014 0.988661  
## kg -0.0296518 0.0141379 -2.097 0.036015  
## severe1 0.0281150 0.0372316 0.755 0.450202  
## cognitivedecline1 0.1424895 0.0432056 3.298 0.000981  
## depression1 -0.0770762 0.0552929 -1.394 0.163391  
## cancer1 0.3855881 0.0304814 12.650 < 2e-16  
## transferedin1 -0.1190852 0.0445842 -2.671 0.007587  
## nolifesupportorderYes 0.3584150 0.0339162 10.568 < 2e-16  
## insurancetypeMedicare 0.0344393 0.0569519 0.605 0.545401  
## insurancetypeMedicare & Medicaid 0.0725932 0.0700079 1.037 0.299819  
## insurancetypeNo insurance 0.0787213 0.0715226 1.101 0.271103  
## insurancetypePrivate 0.0106526 0.0504651 0.211 0.832827  
## insurancetypePrivate & Medicare -0.0109809 0.0575633 -0.191 0.848720  
## respYes -0.0192409 0.0280381 -0.686 0.492593  
## infectionYes 0.0368476 0.0346779 1.063 0.288030  
## traumaYes -0.4500657 0.1388106 -3.242 0.001194  
##   
## (Intercept) \*\*\*  
## factor(surgerytype)1 \*\*\*  
## bloodpressure \*\*   
## temperature \*\*\*  
## creatinelevels \*\*   
## sodiumlevels   
## urineweight   
## kg \*   
## severe1   
## cognitivedecline1 \*\*\*  
## depression1   
## cancer1 \*\*\*  
## transferedin1 \*\*   
## nolifesupportorderYes \*\*\*  
## insurancetypeMedicare   
## insurancetypeMedicare & Medicaid   
## insurancetypeNo insurance   
## insurancetypePrivate   
## insurancetypePrivate & Medicare   
## respYes   
## infectionYes   
## traumaYes \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 5059.746)  
##   
## Number of Fisher Scoring iterations: 2

# More or less same as Stratified but some of the covariates seems to be non-significant such as sodiumlevels , urineweight , severe1 , depression1 , insurancetypeMedicare , insurancetyp , resp , infection

# so we changed the model and used only significant cov

finalmodelWt <- svyglm(died ~ factor(surgerytype) + bloodpressure + temperature + creatinelevels + kg + cognitivedecline + cancer + transferedin + nolifesupportorder + trauma, design = design, family = gaussian())

summary(finalmodelWt)

Estimate Std. Error t value Pr(>|t|)

(Intercept) -0.19951 0.02164 -9.221 < 2e-16 \*\*\*

factor(surgerytype)1 0.14179 0.02783 5.094 3.63e-07 \*\*\*

bloodpressure -0.05575 0.01422 -3.921 8.95e-05 \*\*\*

temperature -0.07955 0.01398 -5.690 1.35e-08 \*\*\*

creatinelevels 0.04553 0.01606 2.836 0.00459 \*\*

kg -0.03087 0.01444 -2.138 0.03260 \*

cognitivedecline1 0.23898 0.04264 5.605 2.20e-08 \*\*\*

cancer1 0.39961 0.02983 13.395 < 2e-16 \*\*\*

transferedin1 -0.12606 0.04632 -2.722 0.00652 \*\*

nolifesupportorderYes 0.44069 0.03391 12.995 < 2e-16 \*\*\*

traumaYes -0.56678 0.13854 -4.091 4.36e-05 \*\*\*

---

#**surgerytype 1** appears to have a significant impact with surgerytype 1 leading to a .0142 SD decrease in death. Let’s see how susceptible we are to bias: we will use weighing as it improves a little b coefficient.  
#many covariates also seem to impact

sensitivity <- treatSens(died ~ factor(surgerytype) + ps + I((ps)^2) + I((ps)^3), trt.family = binomial(link = "probit"), grid.dim = c(5,5), nsim = 20, weights = dataready$correctedweights, data = dataready)  
summary(sensitivity)

## Coefficients on U where tau = 0:  
## Y Z  
## 1.462 2.025  
## 1.434 0.878  
## 1.405 0.694  
## 1.136 0.000  
## 1.313 -1.418  
## 1.405 -1.643  
## 1.873 -2.067  
##   
##   
## Coefficients on U where significance level 0.05 is lost:  
## Y Z  
## 1.645 2.025  
## 1.453 0.878  
## 1.405 0.663  
## 1.038 0.000  
## 1.147 -1.418  
## 1.405 -2.049  
## 1.873 -2.285  
##   
##   
## Estimated treatment effects  
## -2.565 -1.418 0 0.878 2.025  
## 0 0.130 0.130 0.130 0.130 0.130  
## 0.468 0.464 0.370 0.129 -0.032 -0.170  
## 0.937 0.796 0.608 0.120 -0.162 -0.458  
## 1.405 1.107 0.702 0.043 0.043 -0.647  
## 1.873 1.307 1.185 0.014 0.014 -0.099

sensPlot(sensitivity)

## Note: Predictors with negative coefficients for the response surface have been transformed through multiplication by -1 and are displayed as inverted triangles.

![](data:image/png;base64,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)

# the first part of the result of the sensitivity shows coefficients on U where the treatment effect is zero.

these standard coefficients are large , which means that an unmeasured confounder with a strong relationship with

Z or Y would have to exist for the current effect to become zero if the confounder is included in analysis.

the second part coefficients on U where alpha = 0.05 is lost:

these coefficients are also large which means that there would have to be a strong omitted confounder for the effect to be non-significant.

so the result conclude that the estimated treatment effect of surgery type is robust to omitted confounders.

#It looks that the size of the effect is truly 0, and it does appear that it’s a very strong effect.

##\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**Matching**\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
#Greedy Matching  
greedy <- matchit(psf, distance = dataready$logps, m.order = "largest", data = dataready, method = "nearest", replace = TRUE, caliper = .25)  
summary(greedy)

##   
## Call:  
## matchit(formula = psf, data = dataready, method = "nearest",   
## distance = dataready$logps, m.order = "largest", replace = TRUE,   
## caliper = 0.25)  
##   
## Summary of balance for all data:  
## Means Treated Means Control SD Control  
## distance -0.2235 -0.7650 0.7709  
## bloodpressure -0.2713 0.1669 1.0218  
## creatinelevels 0.1658 -0.1020 0.9864  
## sodiumlevels -0.0570 0.0350 1.0029  
## urineweight -0.0746 0.0459 0.9742  
## kg 0.1560 -0.0959 1.0154  
## severe0 0.7958 0.8403 0.3664  
## severe1 0.2042 0.1597 0.3664  
## cognitivedecline1 0.0691 0.1163 0.3206  
## depression1 0.0458 0.0805 0.2722  
## cancer1 0.2033 0.2456 0.4305  
## transferedin1 0.1497 0.0943 0.2923  
## nolifesupportorderYes 0.0710 0.1405 0.3476  
## insurancetypeMedicare 0.2340 0.2667 0.4423  
## insurancetypeMedicare & Medicaid 0.0563 0.0707 0.2563  
## insurancetypeNo insurance 0.0623 0.0524 0.2228  
## insurancetypePrivate 0.3347 0.2723 0.4452  
## insurancetypePrivate & Medicare 0.2244 0.2101 0.4074  
## respYes 0.2894 0.4171 0.4931  
## Sample sizes:  
*## Control Treated  
## All 3551 2184  
## Matched 1444 2184  
## Unmatched 2107 0  
## Discarded 0 0*

#Genetic Matching was taking very long time so leaving it for now- using pop.size as 100 due to time constraint , ideally it should be 1000 or more for larger sample  
#genetic <- matchit(psf, distance = dataready$logps, data = dataready, method = 'genetic', pop.size = 100, fit.func='pvals', estimand = 'ATT', replace = TRUE, ties = TRUE)  
#summary(genetic)  
  
#Optimal Matching  
optimal <- matchit(psf, distance = dataready$logps, data = as.data.frame(dataready), method = 'optimal', ratio = 1)

## Warning in optmatch::fullmatch(d, min.controls = ratio, max.controls = ratio, : Without 'data' argument the order of the match is not guaranteed  
## to be the same as your original data.

summary(optimal)

##   
## Call:  
## matchit(formula = psf, data = as.data.frame(dataready), method = "optimal",   
## distance = dataready$logps, ratio = 1)  
##   
## Summary of balance for all data:  
## Means Treated Means Control SD Control  
## distance -0.2235 -0.7650 0.7709  
## bloodpressure -0.2713 0.1669 1.0218  
## creatinelevels 0.1658 -0.1020 0.9864  
## sodiumlevels -0.0570 0.0350 1.0029  
## urineweight -0.0746 0.0459 0.9742  
## kg 0.1560 -0.0959 1.0154  
## severe0 0.7958 0.8403 0.3664  
## severe1 0.2042 0.1597 0.3664  
## cognitivedecline1 0.0691 0.1163 0.3206  
## depression1 0.0458 0.0805 0.2722  
## cancer1 0.2033 0.2456 0.4305  
## transferedin1 0.1497 0.0943 0.2923  
## nolifesupportorderYes 0.0710 0.1405 0.3476  
## insurancetypeMedicare 0.2340 0.2667 0.4423  
## insurancetypeMedicare & Medicaid 0.0563 0.0707 0.2563  
## insurancetypeNo insurance 0.0623 0.0524 0.2228  
## insurancetypePrivate 0.3347 0.2723 0.4452  
## insurancetypePrivate & Medicare 0.2244 0.2101 0.4074  
*## Sample sizes:  
## Control Treated  
## All 3551 2184  
## Matched 2184 2184  
## Unmatched 1367 0  
## Discarded 0 0*

# so optimal is matching better so will go by optimal matching  
#Analysis where ## Matched 2184 2184 for control and treated  
readydata <- match.data(optimal)  
analysis <- svydesign(ids = ~1, weights = ~weights, data = readydata)  
  
model <- svyglm(died ~ factor(surgerytype), analysis, family = gaussian())  
  
summary(model)

##   
## Call:  
## svyglm(formula = died ~ factor(surgerytype), design = analysis,   
## family = gaussian())  
##   
## Survey design:  
## svydesign(ids = ~1, weights = ~weights, data = readydata)  
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -0.05027 0.02171 -2.316 0.020591 \*   
## factor(surgerytype)1 0.11607 0.03014 3.851 0.000119 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for gaussian family taken to be 0.9917798)  
##   
## Number of Fisher Scoring iterations: 2

model2 <- svyglm(died ~ factor(surgerytype) + bloodpressure + temperature + creatinelevels + sodiumlevels + urineweight + kg + severe + cognitivedecline + depression + cancer + transferedin + nolifesupportorder + insurancetype + resp + infection + trauma, analysis, family = gaussian())  
  
summary(model2)

##   
## Call:  
## svyglm(formula = died ~ factor(surgerytype) + bloodpressure +   
## temperature + creatinelevels + sodiumlevels + urineweight +   
## kg + severe + cognitivedecline + depression + cancer + transferedin +   
## nolifesupportorder + insurancetype + resp + infection + trauma,   
## design = analysis, family = gaussian())  
##   
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -0.151194 0.057362 -2.636 0.00842 \*\*   
## factor(surgerytype)1 0.122280 0.028825 4.242 2.26e-05 \*\*\*  
## bloodpressure -0.045465 0.016809 -2.705 0.00686 \*\*   
## temperature -0.065006 0.014813 -4.389 1.17e-05 \*\*\*  
## creatinelevels 0.061865 0.014061 4.400 1.11e-05 \*\*\*  
## sodiumlevels 0.005563 0.014315 0.389 0.69761   
## urineweight -0.004063 0.014244 -0.285 0.77547   
## kg -0.051328 0.015640 -3.282 0.00104 \*\*   
## severe1 0.056581 0.038002 1.489 0.13659   
## cognitivedecline1 0.155399 0.053165 2.923 0.00349 \*\*   
## depression1 -0.042938 0.068140 -0.630 0.52863   
## cancer1 0.387022 0.033470 11.563 < 2e-16 \*\*\*  
## transferedin1 -0.131510 0.044261 -2.971 0.00298 \*\*   
## nolifesupportorderYes 0.367552 0.041074 8.949 < 2e-16 \*\*\*  
## insurancetypePrivate & Medicare -0.035237 0.064036 -0.550 0.58216   
## respYes -0.023589 0.031503 -0.749 0.45402   
## infectionYes 0.039036 0.035749 1.092 0.27492   
## traumaYes -0.372381 0.141303 -2.635 0.00844 \*\*   
#**surgerytype 1** appears to have a significant impact with surgerytype 1 leading to a .0123 SD decrease in death.   
#many covariates also seem to impact

***FINAL SUMMARY :***

*We analyzed data to find the surgery type 1 or 0 which has better survival chances for patient. I we did all three matching , stratified and weighing and we saw that weighing and stratified were almost same when it comes to balance. Matching did result is loss of data.*

*Of those three weighting didn’t result in any data loss. Based on these analyses we would suggest that there is likely a negative effect of surgery type 1 on death, which means by taking surgery type 1 the patient is less likely to die but also note that the size/significance of the effect is likely smaller than we found. We would also suggest that the weighting method is doing the best overall job (reducing covariate imbalance and using all observations).*

*Weighing(b=0.142 t= 5.09 p < 0.001) as it is having negative effect.*

*Other covariates which also impacted the surgery type in turn impacted the death counts are p< 0.001*

Estimate t value

|  |
| --- |
| (Intercept) -0.19951 -9.221  factor(surgerytype)1 0.14179 5.094  bloodpressure -0.05575 -3.921  temperature -0.07955 -5.690  creatinelevels 0.04553 2.836  kg -0.03087 -2.138  cognitivedecline 0.23898 5.605  cancer 0.39961 13.395  transferedin -0.12606 -2.722  nolifesupportorder 0.44069 12.995  trauma -0.56678 -4.091 |

---