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Human Activity Recognition (HAR)
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**Data Cleaning and Preparation**
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**Exploratory Data Analysis**
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**Model Selection**
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**Support Vector Machine Model**

We implement a Support Vector Machine (SVM) model on the dataset. An SVM is an algorithm that creates hyperplanes, or decision boundaries, with the largest possible distance to sample points (Cortes & Vapnik, 1995). It is useful for supervised learning tasks, such as classification, which lends itself well to this dataset. The SVM model chosen for this project is implemented using SGDClassifier estimator from the sklearn Python library (Buitinck et al., 2013). By default, the SGDClassifier fits a linear SVM with stochastic gradient descent learning. This means the gradient of the loss is estimated at each sample and updated based on the provided learning rate parameter. Based on the library documentation, this implementation works well with floating point values for the features. The features of the HARTH dataset are all floating-point values, based on accelerometer sensor data.

For data preparation for the SVM model, the 22 datasets were combined into one, which totaled 6,461,328 rows. The label column values were mapped from integers to strings that included the integer label value as well as the corresponding activity text associated with that label value. We then split the data into independent and dependent features. The independent features include the six features related to the activity accelerometer sensor data: back\_x, back\_y, back\_z, thigh\_x, thigh\_y, thigh\_z. The dependent feature is the label. Next, for the best results on the SVM model we apply standardization to the independent features. This ensures a mean of 0 and a standard deviation of 1 on the distribution of the independent feature values. Exploratory data analysis of the labels depict that most labels are Sitting, Walking, or Standing. This makes sense as those activities are most common in daily life. The data was split into a training and test set, with a test size of 20%. The number of samples in the training and test set was 5,169,062 and 1,292,266, respectively.

We first run the model using the default parameters to get a baseline performance score. Default parameters of note used by the model include the loss function known as ‘hinge’ which gives a linear SVM, penalty is given a value of ‘l2’ which is the standard regularization term for linear SVMs, an alpha of ‘0.001’ which is the constant that multiplies with the regularization term and is used to compute the learning rate, the learning\_rate which is set to ‘optimal’, and max\_iter value of 1000 which is the number of epochs over the training data. We also set a default random\_state value to support reproducibility and the n\_jobs parameter to -1 for faster compute time. We fit the baseline model on the training set, then ran predictions through the test set and comparing the predicted labels with the actual labels. A 5-fold cross validation resulted in an average baseline accuracy score of \_\_\_\_. To increase performance, we utilize a hyperparameter tuning by performing a grid search using 3-fold cross validation on the parameters listed in Figure \_.
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The best parameters that were found from the grid search were alpha: \_\_, learning\_rate:\_\_, and eta0:\_\_\_. A 5-fold cross validation resulted in an average accuracy score of \_\_\_, which was an increase of +\_\_\_ from the baseline model.

For our calorie experiment, we run the trained SVM model on each of the 22 separated datasets to predict the labels. Each activity label corresponds to a different metabolic calorie burn value which is calculated based on the metabolic equivalent formula for total calories burned. Taking the predicted labels from the model, Figure \_\_ shows the cosine similarity between the predicted and actual labels vs the variance of the actual labels, Figure \_\_\_ shows the calculated cosine similarity vs the absolute error between the burned calorie count from the predicted and actual activity labels, and Figure \_\_\_ shows the absolute error between the burned calorie count from the predicted and actual activity labels vs the variance of the actual labels.
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Figure \_\_ displays that there is a strong negative correlation between label variance and cosine similarity. A lower variance in the activity labels results in a higher cosine similarity between predicted and actual labels, while a higher variance in the activity labels results in a lower cosine similarity. Figure \_\_ displays a negative relationship between total absolute error in calorie burn count vs cosine similarity. Figure \_\_ demonstrates a positive relationship between label variance and total error. As label variance increases, total error increases. These results suggest that the model was able to predict better on datasets with fewer distinct activity labels

Look at s012 data, maybe datasets with more walking, standing, …. Performed better since there were more training samples for those activities. The dataset with the highest accuracy was \_\_\_, with a label distribution of []. The dataset with the lowest accuracy was \_\_\_, with a label distribution of []. This supports the finding that there were not enough training examples across all activities, and that the activities with the most labels are easier for the model to predict. Potential future directions to increase performance could in include utilizing bootstrapping or data augmentation to strive for a more even distribution of activity labels.

**Convolutional Neural Network (CNN) Model**
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**Bidirectional Long Short-Term Memory (LSTM) Model**
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**Conclusion and Recommendations**
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