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# 项目简介

## 项目概要

随机函数产生10000个随机数，用快速排序，直接插入排序，冒泡排序，选择排序，希尔排序，堆排序，归并排序，基数排序的排序方法排序，并统计每种排序所花费的排序时间和交换次数。

## 项目功能及要求

实现对八种排序算法的花费时间、查找次数的比较，并分析出各种排序算法的优劣

# 项目结构

本项目对八种排序方法进行了实现，输出了对10000个随机数进行排列时的花费时间及交换次数，同时对每种算法的实现方法进行了思考，分析了各类算法的优劣，而本项目在真正实现时也并非是对原标准算法照搬照抄，而是先理解其原理而后以自己的想法组织代码，因此在性能、代码形式等方面可能会与标准算法有或多或少的差异。

下面用表格的形式对八种算法进行一下比较：

## 性能分析

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 时间复杂度 | 花费时间/s | 交换次数/s | 空间复杂度 | 备注 |
| N=10000 | | | | | |
| 冒泡排序 | O(n2) | 0.245 | 24952888 | O(1) |  |
| 选择排序 | O(n2) | 0.108 | 9985 | O(1) |  |
| 直接插入排序 | O(n2) | 0.143 | 25087851 | O(1) |  |
| 希尔排序 | O(n\*log2n) | <0.002 | 52484 | O(1) |  |
| 快速排序 | O(n\*log2n) | <0.001 | 71515 | O(log2n)~O(n) |  |
| 堆排序 | O(n\*log2n) | 0.542 | 9999 | O(1) |  |
| 归并排序 | O(n\*log2n) | <0.001 | 1998 | O(n) |  |
| 基数排序 | O(n\*logrm) | 0.066 | 13857818 | O(n) | r为基数，m为堆数 |
| N=100000 | | | | | |
| 冒泡排序 | O(n2) | 28.017 | -1788922785 | O(1) | 排序次数溢出 |
| 选择排序 | O(n2) | 10.535 | 99986 | O(1) |  |
| 直接插入排序 | O(n2) | 11.463 | -1794262757 | O(1) | 排序次数溢出 |
| 希尔排序 | O(n\*log2n) | 0.019 | 647341 | O(1) |  |
| 快速排序 | O(n\*log2n) | 0.007 | 937215 | O(log2n)~O(n) |  |
| 堆排序 | O(n\*log2n) | \ | \ | O(1) | 所需额外空间过多，开辟失败 |
| 归并排序 | O(n\*log2n) | 0.021 | 17335 | O(n) |  |
| 基数排序 | O(n\*logrm) | 6.227 | 1389435727 | O(n) |  |

## 特点比较

|  |  |  |  |
| --- | --- | --- | --- |
|  | 核心思想 | 优点 | 缺点 |
| 冒泡排序 | 冒泡排序可以说是想法最简单的排序了，它重复的遍历序列，每次遍历将对每两个元素进行比较，较大的将后移，一次遍历下来，最大的元素浮到序列顶端 | 稳定的排序算法 | 慢 |
| 选择排序 | 选择排序基本思想是将序号从i到n的元素序列中的具有最小排序码的元素上调，调至子序列首位，重复操作直到i=n-1，排序即结束 | 移动的次数是固定的，对于n个元素就只需要n-1次移动 | 不稳定的排序算法  ，需要很多次比较 |
| 直接插入排序 | 插入排序，个人认为与选择排序的算法思想相似，均是每次将子序列长度加1后，进行调整。基本思想是第i次插入元素时，后面i-1个元素已经是排好序的了（这里采用了倒序插入，即从大到小），此时将其插入到其应该在的位置，如此反复n次序列就已经排好序了 | 稳定的排序算法，速度较快 | 需要进行大量的数据移动工作，这对于数组来说不友好，但是可以用链表解决这一问题 |
| 希尔排序 | 希尔排序是直接插入排序的一种改进方法，又叫缩小增量排序，其将序列按照一定的增量进行分组，对每组使用直接插入排序，逐渐缩小增量，当增量减小为1时，整个序列便排好序了 | 速度较快  数据移动量较少 | 不稳定的排序算法 |
| 快速排序 | 快速排序的基本思想是对序列进行分层，以序列第一个元素为基准，将排序码大的元素后移，排序码小的前移，此时该基准元素的位置已经是固定下来了，再对左右两个子序列递归前面的操作，最终即可得到排好序的序列了 | 速度极快  数据移动量较少 | 不稳定的排序算法 |
| 堆排序 | 堆排序时选择排序的一种，利用完全二叉树构建的最小堆，每次取堆顶元素放入新序列中并删除该元素，直到最小堆被清空，新序列即为所需序列 | 速度较快 | 不稳定的排序算法  额外空间很多  由于需要对堆进行经常性的删除操作，因此速度也不如快排 |
| 归并排序 | 归并排序使用分治法，对序列进行递归分割，直到子序列为1-2个元素，而后逆递归进行序列合并，递归结束后则可以得出有序的序列 | 速度较快  稳定的排序算法 | 需要开辟一个与原数组大小相同的数组 |

续表：

|  |  |  |  |
| --- | --- | --- | --- |
| 基数排序 | 基数排序采用分配的方法，对序列按照一定的基数进行分类，此项目中是按照序列中元素的各位位值进行排序，而后对每类元素递归进行此操作，当取到基数所能取得的最大值时，对每个子类采用直接插入排序的方法排序，最终即可得到有序序列 | 稳定的排序算法  速度较快 | 选择合适的基数以及将序列分成多少类需要考虑 |

# 项目类的实现

## BSortTree类

采用二叉搜索树构建主体结构

private成员

public成员

|  |  |
| --- | --- |
| 类成员 | 作用 |
| Josepth (); | Josepth类的默认构造函数，此处用户输入约瑟夫环的限制条件 |
| ~Josepth (); | Josepth类的默认析构函数，在程序结束后释放链表中所有在游戏中存活下的结点 |
| void setNumbers(int, const int); | 设置限制条件，同时判断输入是否合理，若不合理则重新输入 |
| Passenger\* setJosepthNode(int); | 递归设置约瑟夫环结点，最后构建约瑟夫环 |
| Passenger\* setBeginNode(int); | 根据开始位置设置开始结点 |
| Passenger\* deleteNode(Passenger\*); | 删除结点，即杀人 |
| void startKilling(Passenger\*); | 游戏开始入口 |
| Passenger \*present, \*head, \*tail; | 头尾结点、当前结点 |
| int amount, firstIndex,  deathNumber, amountLeft; | 约瑟夫环的限制条件 |
|  |  |

# Passenger类

public成员

Passenger类存储了迷宫的结点

private成员

|  |  |
| --- | --- |
| 类成员 | 作用 |
| Passenger(); | Passenger类的默认构造函数 |
| Passenger(int, Passenger\*); | Passenger类的重载构造函数，通过参数number及next指针构造实例 |
| ~Passenger(); | Passenger类的默认析构函数 |
| int number; | 旅客的位置编号 |
| Passenger\* next; | 指向下一个旅客的指针 |
|  |  |

# 代码分析

# 运行测试

## 排序数数量为10000时

## 排序数量为100000时