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摘要

本文通过实验构建了一个汉语分词系统，包括词典的建立、分词算法的实现、性能优化和评价等环节。主要涉及到语料库相关知识、正反向最大匹配分词算法、N元语言模型、隐马尔可夫模型、分词性能评价常用指标、文件处理与数据统计等基本编程能力以及查找算法与数据结构实现能力。

引言

词是自然语言中能够独立运用的最小单位，是语言信息处理的基本单位。但由于汉语不同于英语一类的文字，没有天然的词的切分，所以需要在处理汉语信息前将句子转换成词序列，这便是汉语分词。

目前的汉语分词已经达到了较高水平，但仍然存在分词规范多样化、词定义不明确、交集型歧义、组合型歧义、未登录词和新词识别困难等问题。

在处理汉语分词的问题上，主要有两种方法：一种是理性主义的分词方法，另一种是经验主义的分词方法。

基于字符串匹配的分词算法（也称基于机械匹配的分词算法）就是理性主义的代表，它主要是按照一定策略将需要分词的字符串与词典中的词进行匹配，包括正向最大匹配分词、反向最大匹配分词、双向最大匹配分词和最少分词等方法。

经验主义的萌芽是从最大词频分词法开始的，其基本思想认为出现频率越高的词越可靠。利用统计机器学习模型学习大量已分词文本中的分词规律，便能很好地对未知文本进行分词，这便是基于统计语言模型的分词算法，主要包括N元语言模型和隐马尔可夫模型等。

本文将在对正反向最大匹配分词算法、基于二元语言模型的分词算法和基于隐马尔可夫模型的未登录词识别的实现与分析过程中，初步探索汉语分词。

词典的构建

本文所使用的语料全部来源于北京大学计算语言学研究所的1998年《人民日报》分词语料库。理想情况下，为了提高分词的准确率，词典自然是越丰富越好。但是在实验中我们能发现，词典如果过大，很容易产生性能上的瓶颈，时间复杂度和空间复杂度都会受到影响，而且并不是所有的词都适合被放入词典中。因此，在构建词典的时需要按照一定标准做出取舍。

* 1. 分词单位标准

抽取199801\_seg&pos.txt中的全部词语作为放入词典的词，但需要注意以下几点：

* 数词不放入词典。对于像“三百六十五”和“3000”这样的数词，理论上会有无数个，放进词典是很不现实的，而且必定对时间复杂度和空间复杂度都有影响。
* 时间词不放入词典。同数词一样，以“年”、“月”、“日”、“时”、“分”、“秒”和“点”结尾的时间词理论上也是有无数个，不应直接放入词典中。
* 不考虑短语。对于一些用“[]”括起来的机构团体名，分词标准中将其按照多个词语进行切分，故将各词语放入词典，而不把各个词语当做一个整体放入词典。
  1. 词典文件格式

生成的词典文件dic.txt采用utf-8编码，其中的词是经过排序的、不重复的，一词一行。若用w表示一个词，则词典格式如下：

* 1. 对词典的分析

经统计，源语料199801\_seg&pos.txt中共有1140931个词，其中数词有60854个，以“年”、“月”、“日”、“时”、“分”、“秒”和“点”结尾的时间词有9837个。经过筛选与去重，最终生成的词典文件共包含50703个词。从上述数据可以看到，生成的词典在极大程度上简化了源语料，可被视为对源语料的一个抽象概括。

同时，词典中词的有序排列不仅更贴合实际词典的处理方式，可读性强，而且也能在一定程度上启发后续查找算法与存储结构上的优化。

正反向最大匹配分词实现

* 1. 正向最大匹配（FMM）算法

（1）获取分词词典中最长词条长度L；

（2）取待分词句子中前L个字符作为匹配字段，记录其起始下标start，查找分词词典，若匹配成功，该字段作为一个词被切分出来；

（3）若词典中找不到该词，去掉匹配字段的最后一个字符，继续匹配，直至切分成功，记录分词长度len；

（4）更新start为start+len，若start到达句末，则切分完毕，返回结果；否则转（2）继续切分。

* 1. 反向最大匹配（BMM）算法

（1）获取分词词典中最长词条长度L；

（2）取待分词句子中后L个字符作为匹配字段，记录其结束下标end，查找分词词典，若匹配成功，该字段作为一个词被切分出来；

（3）若词典中找不到该词，去掉匹配字段的第一个字符，继续匹配，直至切分成功，记录分词长度len；

（4）更新end为end-len，若end到达句首，则切分完毕，返回结果；否则转（2）继续切分。

* 1. 最少代码实现的收获

（1）为了达到最少代码的要求，在数据结构上选用了Python自带的List，在查找算法上简单使用了List自带的关键字in来实现，这将导致每次查询的时间复杂度为O(n)。当词典越大，分词速度会越慢，所以这种简单的方案是不适合在大规模数据上采用的。

（2）分词词典中最长词条长度L为26，但绝大多数词长度为1-4。当切分需要从26开始进行匹配的时候，效率并不高。

1. 正反向最大匹配分词效果分析
   1. 评价标准

* 准确率precision：
* 召回率recall：
* F值：
  1. 分词精度差异分析

正反向最大匹配分词的差异往往出现在对相邻三字的处理上。例如BMM会把“开创新的业绩”分为“开/ 创新/ 的/ 业绩”，而FMM能正确划分为“开创/ 新/ 的/ 业绩”；FMM会把“不平凡”分为“不平/ 凡”，而BMM能正确划分为“不/ 平凡”。

这一分词结果差异必定会导致两种方式的精度产生差异，而决定谁的精度更高的关键在于待分词文本中哪种类型占比更多，这是与语料内容高度相关的。

另外，分词的差异能分为两种——“真歧义”和“假歧义”。例如“必须/ 加强/ 企业/ 中/ 国有/ 资产/ 的/ 管理/”和“中国/ 有/ 能力/ 解决/ 香港/ 问题/”中的“中国有”就是“真歧义”，它存在两种可实现的划分且都是正确的；而“中国/ 人民”和“各/ 地方”就是“假歧义”，看上去也能有多种划分，但实际只有一种是正确的。如果遇到“假歧义”，我们能直接对FMM与BMM的优劣下结论，并初步判断两者精度的高低差异；但在遇到“真歧义”时，我们难以对两者的优劣做出判别，因为每一种划分可能在这一个测试集上的是正确的，在另一个测试集上就是错误的了，这时对两者的性能好坏便难以界定。

但是，通过大量的统计实验可以发现，在汉语分词中，BMM总体来说比FMM更有效，这是因为汉语本身的侧重点倾向于在句后，在一个已有词的基础上，如果在其词前加字则更容易改变原意变成非词结构。这样的特点使得BMM更容易检测出正确的符合原语义的词。

基于机械匹配的分词系统的速度优化

* 1. 优化方案

为了提升分词速度，可以从数据结构和查找算法两个方面考虑进行优化。本文优化是基于FMM进行的优化。

在数据结构方面使用Trie树来进行优化。因为观察词典能发现，大量的词会拥有公共前缀，若合理利用该特点将词典构造成Trie树就能大量减少查询词典的次数。对于Trie树的每一个结点，需要保存的是单个字符、是否可作为一个词的词尾以及指向其子结点的指针。从根节点到任意可作为词尾结点的路径即为一个词。特别指出，根节点为空字符，其各个子结点中字符才是各词词头。

在查找算法方面使用Hash函数来进行优化，这样便可以减少查词典的时间。前面提到每个Trie树的结点都要存储指向其子结点的指针，这些指针是存储在List中的，而在List中的排列顺序是用子结点的Unicode编码作为Hash函数映射得来的，处理冲突采用的是线性探测法。

优化后的算法流程如下：

（1）取待分词句子中第一个字符作为匹配字段并记录；

（2）判断匹配字段是否在词典（Trie树）中；

（3）若匹配字段在词典中，且最后一个字可作为词尾，则记录当前匹配字段，若尚未到达待分词句子句末，将目前匹配字段后一个字符纳入匹配字段内，跳转（2）继续匹配，否则跳转（5）；

（4）若匹配字段在词典中，但最后一个字不可作为词尾，若尚未到达待分词句子句末，将目前匹配字段后一个字符纳入匹配字段内，跳转（2）继续匹配，否则跳转（5）；

（5）若匹配字段不在词典中或已到达待分词句子句末，则输出目前所记录的匹配字段。若待分词句子中该匹配字段后无字符，切分结束；否则取该匹配字段后一个字符为新的匹配字段，跳转（2）继续匹配。

* 1. 优化技术效果

分别对优化前后的分词程序进行计时（不包含初始化时间，仅计算分词所用时间），可以发现速度有显著提升。优化前的FMM运行时间约为24559s（约7小时），优化后的FMM运行时间约为7.9s。

* 1. 进一步优化思路

若要进一步优化分词系统，可以考虑从Hash函数入手，找到更为合适的函数从而减少冲突，降低因冲突而导致的额外查找开销。当然也可以考虑增加每个结点的子结点列表长度，这样也能减少冲突，以时间换空间，达到速度进一步提升的目的。

基于统计语言模型的分词系统实现

本文实验采用二元语言模型来探究统计语言模型。

* 1. 二元语言模型

**基础理论**

由贝叶斯公式可得

将Seg简写为S，二元语言模型认为每个词的出现仅与它的前1个词有关，则有

于是最终的分词应满足

**生成词典**

首先生成前缀词典与二元语法词典。提取训练集中的所有词及其对应词频，再将每个词的所有前缀都加入词典中，对于未在词典中出现过的前缀词，将其词频全部设为0，这便得到了前缀词典。取出训练集中的每一行，在行首行末分别加入“<BOS>”和“<EOS>”，再将任意两个相邻分词作为一对词对放入词典，并统计每对词的出现频率，这便得到了二元语法词典。

**DAG构造**

由于二元语言模型涉及到求最大概率路径，要进行有向图切分，这里再介绍下DAG的构造方式。

本文实验采用字典存储DAG，key为待分词文本中各字对应的下标，value为能以key作为词头的所有词的词尾下标。用一个待分词句子生成DAG的算法流程如下：

（1）遍历句子，对于每个下标x，取下标x对应的字为匹配字段；

（2）判断该匹配字段是否在前缀词典中；

（3）若在词典中且词频大于0，则将该字段的尾字下标y加入到x对应的value值中，若尚未到达句末，将匹配字段后一个字纳入匹配字段中，转（2），否则转（6）；

（4）若在词典中且词频为0，若尚未到达句末，则将匹配字段后一个字纳入匹配字段中，转（2），否则转（6）；

（5）若匹配字段不在词典中，则以x作为词头的词已经搜索完毕，若尚未到达句末，转（1）继续遍历，否则转（6）；

（6）已到达句末，构建结束。

**动态规划**

得到DAG后，便可以进行动态规划，其算法流程如下：

对于词图中的每个词：

（1）若为“<BOS>”，则将其概率对数设为0，标记它的前词为None（意即该词必在句首出现）；

（2）若有前词，遍历考虑其所有前词，取为其概率对数，并标记其前词为；

（3）若没有前词，将其概率对数设为极小值-99999999（这样做是为了保证下一步计算可进行），并标记其前词为None。

完成动态规划之后，从句尾（“<EOS>”）开始逐渐确认前一个分词的结果直至遇到“<BOS>”，便得到整个句子的最大概率切分路径。

**平滑处理**

若二元语言模型中某1对词对未在词典中出现，词频被记为0，就会导致概率连乘时其余词对的概率对最终结果无贡献的问题。为了解决这一问题，在计算时，我们可以假设每个二元语法词对的出现次数都比实际的次数多一次，即

同时，在计算时，也可以考虑和是否条件独立，分别计算独立与不独立两种情况下的概率，并将其线性组合作为最终概率。本质上来讲，这一组合方式是对一元语法和二元语法的融合。

* 1. 未登录词识别

本文实验采用隐马尔可夫模型（HMM）对未登录词进行识别。

HMM是一个双重随机过程，由一条隐藏的状态转移链和观察状态对应值的随机过程组成。

HMM主要有三个重要的矩阵：初始状态概率分布矩阵、状态转移矩阵A和符号发射概率矩阵B。

其中，中元素表示初始状态为i的概率，即

A中元素表示从状态i转移到状态j的概率，即

B中元素表示在状态j下观测到符号k的概率，即

本文实验中将训练集中的所有分词结果进行单字符拆分，并标注其状态为S（单字词）、B（词头）、M（词中）或E（词尾），再根据以上定义，很容易便能进行参数的初始化。

当初步分词（如二元语法分词）完成后，将该结果按行进行未登录词识别处理即可，由于未登录词会被切碎成一个个单字词，所以我们主要关心的便是分词结果中连续出现的单字词，算法流程如下：

（1）读取一行分词结果，遍历每一个分词，并判断是否为单字词；

（2）若为不在词典中的单字词，将其加入缓冲区等待后续处理，若为一行中最后一个分词，进行缓冲区处理，否则跳转（1）继续处理；

（3）若为多字词或在词典中的单字词，则进行缓冲区处理（若缓冲区非空），再单独输出该单字词，跳转（1）继续处理。

上述提到的缓冲区处理流程如下：

（1）读取缓冲区内容，遍历每一个单字，若缓冲区只有一个单字，直接划分，处理结束；

（2）计算第一个单字的4个状态对应概率对数，并记录4个状态对应的状态链结果（此时仅为第一个单字状态本身）；

（3）计算第一个单字后各个单字的4个状态对应概率对数（需要遍历前一个字的所有可能状态，选取能使最大的状态作为的状态），并记录4个状态对应的状态链结果（此时为第一个单字到当前单字的各个状态）；

（4）选取能使对应概率对数最大的状态作为最后一个单字的状态，查询该状态下的状态链结果，并按该结果划分，处理结束。

* 1. 分词性能比较

本文实验采用199802.txt作为训练集，199801\_sent.txt作为测试集，用二元语法实现统计语言模型分词系统，用HMM实现未登录词识别，结果如下：

|  |  |  |  |
| --- | --- | --- | --- |
| **分词方法** | **准确率P** | **召回率R** | **F值** |
| 2gram | 91.48% | 94.58% | 93.00% |
| 2gram+hmm | 91.52% | 94.60% | 93.03% |

可以看到二元语法模型已经有不错的表现，其中准确率低于召回率是因为未登录词等被切碎为单字词导致的，这一值在进行未登录词识别后有所上升，也从侧面说明了未登录词处理的正确性。同时，由于未登录词处理倾向于把单字词合并，这可能破坏某些单字词的正确划分，所以也会导致召回率的下降。但是从整体上来看，最终的F值会略有提升。

总结与展望

本文实验从机械匹配和统计语言模型两个角度分别实现了汉语分词，但仍然为十分基础的工作，还有相当大的提升空间。其中，机械匹配分词的优化可以从数据结构和查找算法入手；统计语言模型分词的优化可以从数据平滑处理、未登录词识别处理入手。同时，实验所采用的词典也相当关键，还可以作进一步的筛选与补充。
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