Homework 3: The Death and Life of Great American City Scaling Laws

**Background**: In the previous lectures and lab, we began to look at user-written functions. For this assignment we will continue with a look at fitting models by optimizing error functions, and making user-written functions parts of larger pieces of code.

In lecture, we saw how to estimate the parameter in a nonlinear model,

by minimizing the mean squared error

We did this by approximating the derivative of the MSE, and adjusting by an amount proportional to that, stopping when the derivative became small. Our procedure assumed we knew . In this assignment, we will use a built-in R function to estimate both parameters at once; it uses a fancier version of the same idea.

Because the model is nonlinear, there is no simple formula for the parameter estimates in terms of the data. Also unlike linear models, there is no simple formula for the *standard errors* of the parameter estimates. We will therefore use a technique called **the jackknife** to get approximate standard errors.

Here is how the jackknife works:

* Get a set of data points and get an estimate for the parameter of interest .
* For each data point , remove from the data set, and get an estimate from the remaining data points. The are sometimes called the “jackknife estimates”.
* Find the mean of the values of
* The jackknife variance of is
* where stands for the sample variance. (*Challenge*: can you explain the factor of ? *Hint*: think about what happens when is large so .)
* The jackknife standard error of is the square root of the jackknife variance.

You will estimate the power-law scaling model, and its uncertainty, using the data alluded to in lecture, available in the file gmp.dat from lecture, which contains data for 2006.

gmp <- read.table("data/gmp.dat")  
gmp$pop <- round(gmp$gmp/gmp$pcgmp)

1. First, plot the data as in lecture, with per capita GMP on the y-axis and population on the x-axis. Add the curve function with the default values provided in lecture. Add two more curves corresponding to and ; use the col option to give each curve a different color (of your choice).

gmp <- gmp %>% mutate(pop = gmp/pcgmp, nlmfit = 6611\*(gmp/pcgmp)^(1/8),nlmfit1=6611\*(gmp/pcgmp)^(0.1),nlmfit15=6611\*(gmp/pcgmp)^(0.15))   
gmp %>% ggplot() + geom\_point(aes(x = pop, y = pcgmp))+  
 geom\_line(aes(x = pop, y = nlmfit), col = 'blue', size = 1.5)+  
 geom\_line(aes(x =pop, y = nlmfit1),col='red',size=1.5)+  
 geom\_line(aes(x =pop, y = nlmfit15),col='yellow',size=1.5)

![](data:image/png;base64,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)

1. Write a function, called mse(), which calculates the mean squared error of the model on a given data set. mse() should take three arguments: a numeric vector of length two, the first component standing for and the second for ; a numerical vector containing the values of ; and a numerical vector containing the values of . The function should return a single numerical value. The latter two arguments should have as the default values the columns pop and pcgmp (respectively) from the gmp data frame from lecture. Your function may not use for() or any other loop. Check that, with the default data, you get the following

> mse(c(6611,0.15))  
[1] 207057513  
> mse(c(5000,0.10))  
[1] 298459915

mse=function(x){  
 a=gmp$pcgmp  
 b=gmp$pop  
 return(mean((a-x[1]\*b^x[2])^2))  
}  
mse(c(6611,0.15))

## [1] 207057513

mse(c(5000,0.10))

## [1] 298459915

1. R has several built-in functions for optimization, which we will meet as we go through the course. One of the simplest is nlm(), or non-linear minimization. nlm() takes two required arguments: a function, and a starting value for that function. Run nlm() three times with your function mse() and three starting value pairs for and as in

nlm(mse, c(y0=7000,a=0.2))

## $minimum  
## [1] 1168662933  
##   
## $estimate  
## [1] 6999.9983 -153.6302  
##   
## $gradient  
## [1] 0 0  
##   
## $code  
## [1] 1  
##   
## $iterations  
## [1] 1

nlm(mse, c(y0=6611,a=0.2))

## $minimum  
## [1] 1168662933  
##   
## $estimate  
## [1] 6610.9983 -145.0805  
##   
## $gradient  
## [1] 0 0  
##   
## $code  
## [1] 1  
##   
## $iterations  
## [1] 1

nlm(mse, c(y0=6611,a=0.15))

## $minimum  
## [1] 61857061  
##   
## $estimate  
## [1] 6610.9999997 0.1263182  
##   
## $gradient  
## [1] 51.76342 -210.18948  
##   
## $code  
## [1] 2  
##   
## $iterations  
## [1] 7

What do the quantities minimum and estimate represent? What values does it return for these? answer:minimum 代表在所给初值下，均方误差所能达到的最小值，estiamte表示在所给初值下，均方误差最小时参数的估计值

1. Using nlm(), and the mse() function you wrote, write a function, plm(), which estimates the parameters and of the model by minimizing the mean squared error. It should take the following arguments: an initial guess for ; an initial guess for ; a vector containing the values; a vector containing the values. All arguments except the initial guesses should have suitable default values. It should return a list with the following components: the final guess for ; the final guess for ; the final value of the MSE. Your function must call those you wrote in earlier questions (it should not repeat their code), and the appropriate arguments to plm() should be passed on to them.

plm=function(x,Y=gmp$pcgmp,N=gmp$pop){  
 result=nlm(mse,x)  
 b=list(y0=result$estimate[1],a=result$estimate[2],final\_value=result$minimum)  
 return(b)  
}

What parameter estimate do you get when starting from and From and ? If these are not the same, why do they differ? Which estimate has the lower MSE?  
answer:因为迭代的初值不同，所以最后收敛的结果也不同， and MSE更低

plm(c(6611,0.15))

## $y0  
## [1] 6611  
##   
## $a  
## [1] 0.1263182  
##   
## $final\_value  
## [1] 61857061

plm(c(5000,0.1))

## Warning in nlm(mse, x): NA/Inf被换成最大的正值  
  
## Warning in nlm(mse, x): NA/Inf被换成最大的正值  
  
## Warning in nlm(mse, x): NA/Inf被换成最大的正值  
  
## Warning in nlm(mse, x): NA/Inf被换成最大的正值  
  
## Warning in nlm(mse, x): NA/Inf被换成最大的正值  
  
## Warning in nlm(mse, x): NA/Inf被换成最大的正值

## $y0  
## [1] 5000  
##   
## $a  
## [1] 0.1475913  
##   
## $final\_value  
## [1] 62521485

1. *Convince yourself the jackknife can work*.
   1. Calculate the mean per-capita GMP across cities, and the standard error of this mean, using the built-in functions mean() and sd(), and the formula for the standard error of the mean you learned in your intro. stats. class (or looked up on Wikipedia…).

mean(gmp$pcgmp)

## [1] 32922.53

sd(gmp$pcgmp)/sqrt(length(gmp$pcgmp))

## [1] 481.9195

b. Write a function which takes in an integer `i`, and calculate the mean per-capita GMP for every city \_except\_ city number `i`.

mean\_i=function(i,Y=gmp$pcgmp){  
 return(mean(Y[-i]))  
}

c. Using this function, create a vector, `jackknifed.means`, which has the mean per-capita GMP where every city is held out in turn. (You may use a `for` loop or `sapply()`.)

n=length(gmp$pcgmp)  
jackknifed.means=vector(length = n)  
for (i in 1:n){  
 jackknifed.means[i]=mean\_i(i)  
}

d. Using the vector `jackknifed.means`, calculate the jack-knife approximation to the standard error of the mean. How well does it match your answer from part (a)?  
answer:和（a）中结果一样

sqrt((n-1)^2/n\*var(jackknifed.means))

## [1] 481.9195

1. Write a function, plm.jackknife(), to calculate jackknife standard errors for the parameters and . It should take the same arguments as plm(), and return standard errors for both parameters. This function should call your plm() function repeatedly. What standard errors do you get for the two parameters?

plm.jackknife=function(x,Y=gmp$pcgmp){  
 vec\_y0=vector(length = n)  
 vec\_a=vector(length = n)  
 for (i in 1:n){  
 vec\_y0[i]=plm(x,Y[-i])$y0[1]  
 vec\_a[i]=plm(x,Y[-i])$a[1]  
 }  
 result=list(y0\_sd=sqrt((n-1)^2/n\*var(vec\_y0)),a\_sd=sqrt((n-1)^2/n\*var(vec\_a)))  
 return(result)  
}

1. The file gmp-2013.dat contains measurements for for 2013. Load it, and use plm() and plm.jackknife to estimate the parameters of the model for 2013, and their standard errors. Have the parameters of the model changed significantly?

gmp\_2013=read.table("data/gmp-2013.dat")  
gmp\_2013=gmp\_2013%>%mutate(pop=round(gmp/pcgmp))   
plm(c(6611,0.15),Y=gmp\_2013$pcgmp,N=gmp\_2013$pop)

## $y0  
## [1] 6611  
##   
## $a  
## [1] 0.1263182  
##   
## $final\_value  
## [1] 61857061

plm.jackknife(c(6611,0.15),Y=gmp\_2013$pcgmp)

## $y0\_sd  
## [1] 0  
##   
## $a\_sd  
## [1] 0