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**3.1 Learning the weights of a linear neuron**

* **Why the perceptron learning procedure cannot be generalised to hidden layers:**
* The perceptron convergence procedure works by ensuring that every time the *weights* change, they get closer to every “generously feasible” set of *weights* (get closer to a good set of weights).
* That type of *guarantee cannot be extended* to more complex networks. Because in more complex networks when you average two good set of weights, you might get a bad set of weights (the average of two good solutions may be a bad solution).
* So “Multi-Layer” Neural Networks *do not use* the perceptron learning procedure.
* To prove that when they're *learning* something is *improving*, we *don't use* the *same kind of proof at all*.
* They should *never have been called* multi-layer perceptrons.
* The ***learning algorithm*** for a linear neuron is quite like the learning algorithm for a perceptron, but it achieves something different.
* In a perceptron, the weights are always getting closer to a good set of weights.
* In a linear neuron, the outputs are always getting closer to the target outputs.
* **A different way to show that a learning procedure makes progress:**

For ***multilayer NN*** we're gonna need a *different way* to show that the *learning procedure makes progress*.

* Instead of showing the *weights get closer to a good set of weights*, show that the ***actual output values*** get closer the ***target*** ***output values***.
* This can be true even for non-convex problems in which there are many quite *different sets of weights* that work well and ***averaging*** two good sets of weights may give a ***bad set of weights***.
* *In non-convex problems averaging the weights of two good solutions does not give you a good solution.*
* It is not true for PERCEPTRON learning. In PERCEPTRON learning, the outputs as a whole can ***get further away*** from the target outputs even though the *weights are getting* *closer to good sets of weights.*
* The simplest example is a ***linear neuron*** *with a* ***squared error measure***: The ***simplest example of learning*** in which you're making the ***outputs*** get ***closer*** to the ***target outputs*** is learning in a linear neuron with a squared error measure.

|  |  |
| --- | --- |
| * **Linear Neurons (also called *Linear Filters* in electrical engineering):** * The *linear neuron* has a ***real-valued output*** which is a ***weighted sum of its inputs*** * Output **y** (the neuron's estimate of the target value), is the **sum** all weight vector times input vector. * The aim of learning is to minimize the error summed over all training cases. * The error is the squared difference between the target output and the actual output. |  |

* **Why don’t we solve it analytically?**
* Why don't we just solve it analytically? It's straightforward to write down a set of equations (one equation per training case), and to solve for the best set of weights.
* This is the standard engineering approach so why don’t we use it?
* Scientific answer: We want a method that real neurons could use.
* The first answer (and the *scientific answer*) is we'd like to understand what real neurons might be doing, and they're probably not solving a set of equations symbolically.
* Engineering answer: We want a method that can be generalized *to multi-layer, non-linear neural networks*.
* An *engineering answer* is that we want a method that we can then generalize ***to multilayer, nonlinear networks***.
* The *analytic solution relies on* it being ***linear*** and having a ***squared error measure***.
* An iterative method, which we're gonna see next, is usually less efficient, but much easier to generalize to more complex systems.
* **Example of an ITERATIVE method**
* Let's discuss an iterative method for finding the weights of a linear neuron. Suppose that, every day, you get lunch at a cafeteria. And your diet consists entirely of *fish*, *chips*, and *ketchup*.
* Each day, you order *several portions* of *each*, but on ***different days***, it's ***different numbers of portions***.
* The CASHIER only shows you the ***total price of the meal***, the *goal* is to *figure out* what the *price* is for *each portion* of *each kind* of thing.
* After several days, you should be able to figure out the price of each portion.
* Iterative Approach: In the iterative approach, you start with random guesses for the prices of portions.
* And then you adjust these guesses so that you get a better fit to the prices that the cashier tells you (observed prices of whole meals).
* Solving the equations iteratively: For each meal, you get a price and that gives you a linear constraint on the *prices of the individual* *portions*.
* Each meal price gives a linear constraint on the prices of the portions:

![](data:image/png;base64,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)

* The price of the whole meal is the sum of number of portion of fish times the cost of a portion of fish , for chips and ketchup .
* The prices of the portions are like the weights of a linear neuron.
* We can think of the whole weight vector as being the *price of a portion* of fish, the *price of a portion* of chips, and the *price of a portion* of ketchup.
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* We're going to start with guesses for these prices (weights) and
* Then we're going to adjust the guesses slightly to give a better fit to the prices given by the cashier.

|  |  |
| --- | --- |
| * TARGET VALUE (The true weights used by the cashier): Let's suppose that the true weights that the cashier using to figure out the price, are 150 for a portion of *fish*, 50 for portion of *chips* and a 100 for a portion of *Ketchup*. i.e. the true weight vector is (150, 50, 100). * So that's going to be our target value. * For the meals shown here *(2 fishes, 5 chips, 3 ketchups)*, that will lead to a price of 850. |  |

* **A model of the cashier with arbitrary initial weights**
* A model of the cashier with Arbitrary Initial Weights: We start with guesses, let's say each portion costs ***50***.
* So for the meal with *(2 fishes, 5 chips, 3 ketchups)* we're going to initially think that the price should be **500**.
* But the real price was **800**. That gives us a residual error of **350**.
* Residual Error: The residual error is the difference between what the cashier says and what we think the price should be with our current weights (guessed weights).
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* We're then gonna use the "DELTA rule" for **revising** our prices of portions.
* Delta Rule:

= change in a weight,

= learning rate,

= the number of portions of the i-th thing,

= Residual error, the difference between the target **t** and our estimate **y**.

* If we make the learning rate **1/35**, then in our case = () = 10.
* So, for this particular example it is **10**.
* And so, our change in the weight for fish will be . We'll increase that weight by **20**.
* Our change in the weight for chips will be .
* And our change in the weight for ketchup will be .
* That'll give us new weights of .
* Notice, the weight for chips actually got ***worse***.
* There's no guarantee with this kind of learning that the ***individual weights*** *will keep getting better*.
* What's getting better is the difference between what the cashier says and our estimate.
* **Deriving the delta rule**

Now, we're going to derive the delta rule. We start by defining the error measure, which is simply our squared residuals summed over all training cases.

* i.e. the *squared difference* between the target and what the linear neuron predicts. We put a half in front, which will cancel the two, when we differentiate.
* We now differentiate that error measure E with respect to one of the weights,.
* The chain rule says that how the ***error changes as we change a weight***, will be ***how the output changes as we change the weight***, times ***how the error changes as we change the output***.
* is a partial derivative. There's many *different weights* you can *change* to *change the output*. And here, we're just considering the change to weight I ().
* , is actually equal to , because y is just , and

Note that, **n** indicates the **training**.

* Learning Rule: So our learning rule is now, we change the weights by an amount that's equal to the learning rate times the derivative of the error with respect to a weight, . We put a minus sign in front because we want the error to go down.

Thus the change in a weight is the *sum of all training cases* of the *learning rate* times the *input value* times the *difference between* the *target* and actual *outputs*. Following is a summary:

1. Define the error as the squared residuals summed over all training cases:
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1. Now differentiate to get error derivatives for weights
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1. The batch delta rule changes the weights in proportion to their error derivatives summed *over all training cases*
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* **Behavior of the iterative learning procedure**

Now we can ask how does this learning procedure, this delta rule, behave?

* Does the learning procedure eventually get the right answer?
* There may be ***no perfect answer***.
* It may be that we ***gave*** the ***linear neuron*** a *bunch of* ***training cases*** with ***desired answers***. And there's no ***set of weights*** that'll give the ***desired answer***.
* But there's still some *set of weights* that gets the *best approximation* on ***all those training cases***, *minimizes* that *error measure* summed over all training cases.
* And if we make the learning rate ***small enough*** and we learn for ***long enough***, we can *get as close as we like* to that *best answer*.
* How quickly do we get towards the best answer?
* For a linear system, in this kind of ***iterative learning***, the learning can be quite ***slow***.
* If two input dimensions are highly correlated, its very hard to tell how much of the summed weight on both of those input dimensions should be attributed to each input dimension.
* For example, if you always get the same number of portions of *ketchup* and *chips*, we *can't decide* how much of the price is due to the ketchup and how much is used to the chips. It is hard to *decide* how to *divide the price* between ketchup and chips
* And if they're almost always the same, it can *take a long time* for the learning to *correctly attribute* the price to the ketchup and the chips.
* **The relationship between the Online Delta-Rule and the Learning Rule for PERCEPTRONS**
* There's an *interesting relationship* between the delta rule and the learning rule for perceptrons.
* If you use the *online version* of the *delta rule*, where we *change the weights* after each *training case*, it's quite similar to the *PERCEPTRON learning rule*.
* In PERCEPTRON learning, we *increment* or *decrement* the *weight vector* by the *input vector*, but we ***only change the input vector*** when we make an ***error***.
* In the online version of the delta rule, we *increment* or *decrement* the *weight vector* by the *input-vector*. But we scale that by both the residual error and the learning rate.
* And one annoying thing about this is we have to choose a learning rate.
* If we choose a learning rate that's too big, the system will be unstable.
* And if we choose a learning rate that's too small, it will take an unnecessarily long time to, to learn a sensible set of weights.

**3.2 The ERROR SURFACE for a linear neuron**

|  |  |
| --- | --- |
| * **The error surface in extended weight space:**   We can get a nice geometrical understanding of what's happening when we learn the weights of a linear neuron.   * Error surface: This space is very like the weight space that we use to understand PERCEPTRONS, but it has *one extra dimension*. * The error surface lies in the *space* where the *horizontal dimension* correspond to the *weights*. * There's one *vertical dimension* that *corresponds* to the *error*. * So in this space, *points* on the horizontal plane, *correspond to different settings of the weights*. And the *height* corresponds to the *error* that youre making with that ***set of weights***, *summed over all training cases*. |  |

* For a *linear neuron*, the *errors* you make for *each set of weights* define error surface. And this error surface is a Quadratic Bowl.
* i.e. if you take a ***vertical cross-section***, it's always a Parabola. If you take a ***horizontal cross-section***, it's always an Ellipse.
* This is only true for linear systems with a squared error. As soon as we go to a Multilayer Nonlinear Neural Nets, this error surface will get more complicated.
* As long as the weights aren't too big, the error surface will still be smooth, but it may have *many* local minimum.
* **Online versus batch learning**

Using this error surface we can get a picture of what's happening as we do Gradient Descent Learning using the delta rule.

* **What the delta rule does is:** It computes the *derivative* of the *error* with respect to the *weights*.
* If you *change* the weights in proportion to that derivative, that's equivalent to doing *steepest descent* on the *error surface*.
* *Elliptical Contour Lines:* To put it another way, if we ***look*** at the ***error surface from above***, we get *Elliptical Contour Lines*.

|  |  |
| --- | --- |
|  |  |
| * The simplest kind of ***batch learning*** does ***steepest*** ***descent*** on the error surface. | * The simplest kind of ***online learning*** zig-zags around the ***direction of steepest descent***. |

* Batch Learning (picture on the left): The delta rule is gonna take the weight points **(w1, w2)** at right angles (perpendicular) to those elliptical contour lines, as shown in the picture in the right. i.e. This travels perpendicular to the contour lines.
* That's what happens with what's called batch learning, where we get the gradients *summed over all training cases*.
* Online Learning (picture on the right): For online learning, ***after each training case***, we change the ***weights*** *in* ***proportion*** to the ***gradient*** for that ***single training case***.
* That's much more like what we do in PERCEPTRONS.
* You can see, the *change in the weights* moves us towards *one of these constraint planes*.
* So in the *picture* on the *right*, there are ***two training cases***.
* To get the first training case correct, the two weights **(w1, w2)** must lie on one of those blue lines. To get the second training case correct, the two weights must lie on the other blue line.
* So if we *start* at one of those ***red points***, and we *compute* the *gradient* on the *first training case*, the *delta rule* will *move us* *perpendicularly* towards one of those lines. If we then consider the other training case, we'll move perpendicularly towards the other line.
* Convergence: If we alternate between the two training cases, we'll zigzag backwards and forwards, *moving towards the* ***solution point*** which is where those two blue lines intersect.
* That's the set of weights that is correct for both training cases.
* **Why learning can be slow**

Now we're going to look at the error surface for a linear neuron. By understanding the shape of this Error Surface, we can understand a lot about what happens as a linear neuron is learning.

|  |  |
| --- | --- |
| * If that ***ellipse (Contour Line)*** is very elongated, which is gonna happen if the lines that correspond the two training cases is *almost parallel*, then when we look at the gradient, it's going to have a nasty property. * If you look at the red arrow in the picture, the gradient is big in the ***direction*** *in which we* ***don't want to move very far***, and it's small in the ***direction*** in which we ***want to move a long way***. * So the gradient will quickly take us ***across*** the ***bottom*** of that ***ravine***, corresponding to the *narrow axis* of the *ellipse*. * And it will take a long time to take us ***along*** the ***ravine***, corresponding to the *long axis* of the *ellipse*. * It's just the opposite of what we want. We'd like to get a ***gradient*** that's ***small across*** the ravine, and ***big along*** the ravine but that's not what we get. |  |

And so, simple steepest descent, in which you change each weight in proportion to a **learning\_rate error\_derivative**, is gonna have great difficulty, with very elongated surfaces like the one shown in the picture.

* If the ellipse is very elongated, the direction of steepest descent is almost perpendicular to the direction towards the minimum!
* The red gradient vector has a large component along the short axis of the ellipse and a small component along the long axis of the ellipse.
* This is just the opposite of what we want.

**3.3 Learning weights of logistic output neuron**

To extend the learning rule for a linear neuron to a learning rule for Multilayer Nets of Nonlinear Neurons, we need two steps.

* First, we need to ***extend*** the ***learning rule*** to a ***single nonlinear neuron***. We're going to use logistic neurons, although many other kinds of nonlinear neurons could be used instead.
* Then we generalize it to multi-layer NN.
* **Logistic neurons**

We're now going to generalize the learning rule for a linear neuron to a logistic neuron (which is a non linear neuron).

* These give a *real-valued output* that is a *smooth* and *bounded function* of their *total input*.
* They have *nice derivatives* which make *learning easy*.
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* Logit: The ***logit*** is a ***transformation***. The logit transformation transforms a line to a logistic curve. A logit model is often called a *logistic regression model*.

|  |  |
| --- | --- |
| * A logistic neuron, computes its **logit z**, which is its *total input*, which is its *bias* plus the *sum over all its input lines times weights* * It then gives an **output y**, a *smooth nonlinear function* of that logit. |  |

* It is *approximately zero* when **z** is **big** and **negative**, *approximately one* when **z** is **big** and **positive**, and in between, it changes smoothly and nonlinearly.
* So it's easier to get nice derivatives, which make learning easy.
* **The derivatives of a logistic neuron**

To get the derivatives of a logistic neuron with respect to the weight (which is what we need for learning), we first need to compute the derivative of the logit **z** itself, i.e the total input with respect to our weight, and inputs. The derivatives of the logit, z, with respect to the inputs and the weights are very simple.

* The **logit z** is just a ***bias*** plus the *sum of all the input lines* of the *value on the input lines* ***times*** the ***weight***.

|  |  |  |
| --- | --- | --- |
| * When we differentiate **z** with respect to , we just get . |  |  |
| * Similarly, the derivative of the logit with respect to is . * The derivative of the output with respect to the **logit z** is also simple if you express it terms of the output. |  | |

* **Chain rule to get the derivatives for Logistic Neuron:**

Now we can use the ***chain rule*** to get the ***derivatives*** needed for *learning the weights* of a *logistic unit (Logistic Neuron)*. To learn the weights we need the derivative of the output with respect to each weight:

* Since, we've got the derivative, the output with respect to the logit and the derivative, the logit with respect to the weight, we can start to figure out the derivative, the output with respect to the weight.
* Then the learning rule for a logistic neuron will be:
* Notice how the *chain rule* is used.
* This derivative is much more like the *delta rule*.
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* So, the way the *Error changes* if we change the weight (), is just the ***sum*** of all the row of training cases and of the *value on input line* times the residual, the *difference between the target and the output* , on the actual output of the neuron.
* Notice we've all the terms of the Delta Rule, but we have an extra term
* This extra term , comes from the slope of the logistic function.

So, a slight modification of the Delta Rule gives us the Gradiant Decent Learning Rule for training a logistic unit.

**3.4 The BACKPROPAGATION algorithm**

Learn multiple layers of features: Now we have the preliminaries out the way, we can *get back to the central issue*, which is how to learn *multiple layers of features*.

* Finally we're going to describe the Back-Propagation algorithm, which led to an explosion of interest in neural networks in the 1980s.
* Before we discuss back-propagation, we're going to describe another *very obvious algorithm* that *does not work nearly as well*, but is something that many people think of.
* **Learning with hidden units (again)**

Neural Networks without hidden units are very limited in the *input-output mappings* they can model.

* Now we know how to learn the weights of the logistic units, so we're going to return to the central issue, which is: *how to learn the weights of hidden units*.
* If you add a layer of hand coded features as in a PERCEPTRON, you make the net *much more powerful* but the *new difficulty* is designing the features.
* The learning won't solve the hard problem; you have to solve it by hand.
* What we'd like is a way of finding good features without requiring insights into the tasks or repeated trial and error, where we *guess* *some features and see how well they work*.
* *What we need to do is:* *automate* the *loop* of *designing features* for a particular task and *seeing how well they work*. We'd like the computer to do that loop, instead of having a person in that loop.
* **Learn by perturbing the weights (one weight at a time):**

In this case we randomly perturb one weight and see if it improves performance. If it improves performance of the net, you save that change in the weight (this idea occurs to everyone who knows about evolution).

|  |  |
| --- | --- |
| * Is it a kind of reinforcement learning?: You can think of this as a ***form*** of ***reinforcement learning***. In this case your ***action*** consists of making a ***small change***. * You check whether that *pays off*, and *if it does*, you decide to *perform* that *action*. * But it's very inefficient. Why? Because, just to decide *whether to change one weight*, we need to do ***multiple forward passes*** on a representative ***set*** of ***training cases***. * We have to see if *changing that weight* ***improves things***, and you can't judge that by one training case alone. |  |

* An additional problem with randomly changing weights is that towards the end of learning, any large change in weight will *nearly always make things worse*, because the *weights* have to have the *right relative values* to work *properly*.
* So *towards the end of learning* not only do you have to do a lot of work to *decide* whether each of these *changes helps* but the changes themselves have to be *very small*.
* Relative to this method of randomly changing weight, and seeing if it helps, BACK PROPAGATION is much more efficient.
* It's actually more efficient by a factor of the number of weights in the network, which could be millions.
* **Learning by using perturbations (all weights at a time):**

There are slightly better ways of using perturbations in order to learn. One way is to ***randomly*** perturb all the weights in parallel and then *correlate* the *performance gain* with the *weight changes*.

|  |  |
| --- | --- |
| * That actually ***doesn't really help at all***. The problem is that, we need to do lots and lots of trials with **different random perturbation** of all the weights, in *order to see the effect of changing one weight*, through the *noise created by changing all the other* *weights*. * We need lots of trials on each training case to *"see" the effect* of changing one weight through the noise created by *all the changes* to *other weights*. * So it doesn't help to do it all in parallel. |  |

* A better idea: *Randomly perturb* the *activities* of the *hidden units*.
* Something that does help, is to randomly perturb the activities of the hidden units, instead of perturbing the weight.
* Once we know ***how we want a hidden activity* to *change*** on a ***given training case***, we can *compute* how to *change* the *weights*.
* Once you've decided that *perturbing* the *activity* of a *hidden unit* on a particular training case is going to make things better. You can then compute how to change the weights.
* Since there's many fewer activities than weights, there's less things that you're randomly exploring.
* And this makes the algorithm more efficient.
* But it's still *much less efficient* than Back-Propagation.
* Backpropagation still wins by a *factor* of the *number of neurons*.
* **The idea behind backpropagation**

The idea behind back-propagation is that *we don't know* what the *hidden units* ought to be *doing*. They're called ***hidden units*** because nobody's telling us ***what*** their ***states*** ***ought*** ***to*** ***be***.

* But we can *compute* ***how fast the error changes*** as we ***change*** a ***hidden activity*** on a particular training case.
* So instead of using activities of the hidden units as our *desired states*, we use the *error derivatives* with respect to our *activities*.
* Instead of using *desired activities* to *train* the *hidden units*, use ***error derivatives*** w.r.t. ***hidden activities***.
* Since ***each hidden unit*** can affect *many different* ***output******units***, it can have *many different effects* on the overall error (many separate effects on the error) if we have many output units.
* These affects have to be combined. So that allows us to compute error derivatives for all of the hidden units *efficiently at the same time*.
* Once we've got those error derivatives for the hidden units (*hidden activities*), (i.e. we know *how fast* the error changes as we *changed* the *hidden activity* on that *particular training case*), it's easy to *convert* those *error derivatives for the activities* into *error derivatives for the weights* coming into a *hidden unit*.
* **Sketch of the backpropagation algorithm on a single case**

Let's see how backpropagation works, for a single training case.

* First convert the discrepancy between each output and its target value into an error derivative.
* First we have to *define* the error, and here we'll use the squared difference between the target values of the ***output unit j*** and the actual value that the ***net produces*** for the ***output unit j.***
* We also imagine that, there are ***several output units*** in this case.

|  |  |
| --- | --- |
| * After differentiation we get a familiar expression for ***how the error changes*** as you ***change the activity*** of an ***output unit j***. * We'll use a notation, where the ***index*** on a ***unit*** will tell you: which layer it's in. * Say the output layer has a typical index of **j**, and the layer in front of that, (the hidden layer below it in the diagram), will have a typical index of **i**.   The index will tell you which layer we're in. |  |

* Then compute error derivatives in each hidden layer from error derivatives in the layer above.
* So once we've got the Error-derivative w.r.t the output of one of these *output units*, we then want to use all those Error-derivatives in the output layer to *compute the same quantity* in the hidden layer that comes before the *output layer*.

|  |  |
| --- | --- |
| * Core of back propagation: It is taking error derivatives in one layer and from them *computing* the *error derivatives* in the *layer* that comes *before* that. * So we want to compute from . |  |

* Then use error derivatives w.r.t. activities to get error derivatives w.r.t. the incoming weights.
* Now obviously, when we change the output of ***unit i***, it'll change the activities of all three of those output units, and so *we have to sum* *up* all those *effects*.
* Algorithm: So we have the algorithm that takes error derivatives we've already computed for the top layer and *combines them* using the *same* ***weights*** as we use in the *forward pass* to get *error derivatives* in the *layer below*.
* **Backpropagating**

Let's explain the BACKPROPAGATION Algorithm. You may have to study it for a long time. This is how you backpropagate the ***error derivative w.r.t. the output of a unit***.

* Let's consider an output unit ***j*** on a hidden unit ***i***.
* The *output* of the hidden unit ***i*** will be .
* The *output* of the output unit ***j*** will be .
* And the total input received by the output unit ***j*** will be .
* First we need to convert the ***error derivative w.r.t.*** , into an ***error derivative w.r.t.*** . To do that we use the chain rule.
* We know for logistic units,
* Therefore we get:

So now we've got the ***error derivative w.r.t.*** (where is total input received by the output unit ***j***).

* Now we can compute the ***error derivative w.r.t.*** the output of hidden unit ***i***. It's going to be the sum over all of the three outgoing connections of hidden unit ***i***, of the quantity, .
* The first term is how (the total input to output unit **j**) changes as we change (the output of hidden unit **i**).
* And then we have to multiply that by (the second term) how the error changes as we change (the total input to output unit **j**) which we computed above.
* And as we saw before when studying the logistic unit, is just the weight on the connection .
* So that’s how, we get the error derivative.

w.r.t. the output of hidden unit **i**, is the *sum over* *all the* ***outgoing connections*** *to the* ***layer above*** *of the weigh*t on that connection times for the layer above (output unit **j**).

* Notice, the ***computation*** looks like the ***forward pass***, but we're going in the ***other direction***. For each ***unit i*** in that ***hidden layer***, we compute the sum of a (quantity in the layer above) (the weights on the connections).
* Once we've got (which we calculated above), it's very easy to get the error derivatives for all the weights coming into output-unit **j**. is simply times .
* We've already calculated .
* is *how* *changes as we change the weight on the connection*. is simply the activity of the unit in the layer below .
* So the rule for changing the weight is just multiply the quantity you've computed at a unit: , by the activity ***coming in*** from the layer below. And that gives you the ***error of derivative w.r.t. weight***.

So on this section we've seen how we can start with (in an input-unit) and back propagate to get (for an output-unit), we come back through one layer and computed the same quantity (the derivative of the error w.r.t. the output in the previous layer).

|  |  |
| --- | --- |
|  |  |

* We do that for as many layers as we like. And after we've done that for *all these layers*, we can *compute* how the *error changes* as you *change the weights* on the *connections*. That's the *BACKPROPAGATION algorithm*.

* It's an *algorithm* for taking *one training case*, and computing, efficiently, for *every weight* in the *network*, how the ***error will change*** on that particular training case, as you ***change the weight***.

**3.5 Using the derivatives from backpropagation**

Figuring out how to get the error derivatives for all of the weights in a ***multilayer network*** is the ***key*** to being able to learn ***efficient*** ***neural networks***. Before getting a specific learning procedure, there are some issues need to be addressed. For example:

* We need to decide how often to update the weights.
* Also we need to decide how to prevent the network from over-fitting very badly if we use a large network.
* **Converting error derivatives into a learning procedure**

The Back-Propagation algorithm is an *efficient way* to *compute* the error derivatives dE/dw for each weight on a single training case.

* But that's ***not a learning algorithm***. You have to *specify a number of other things* to get a *proper learning procedure*.
* We need to make lots of other *decisions* about how to use these error derivatives:
* Some of these decisions are about how we're going to optimize, that is "*how we're going to use the* ***error derivatives*** *on the* ***individual cases****, to discover* ***good set of weights***." (discussed in Chapter six).
* Another set of issues is "how do we ensure that the weights that we've learned will generalize well", i.e. how do we make sure they work well on cases (unknown test cases) that we didn't see during training (discussed in Chapter 7).

We now have a very brief overview of these two sets of issues.

* **Optimization issues in using the weight derivatives**

Let's go through a quick overview of these two sets of issues.

* Optimization Issues: Optimization issues are about how you use the weight derivatives.
* Online or Full-batch or mini-batch?: The first question is how often should you update the weights?
* Online-learning: We could try updating the weights ***after each training case***.
* We have to compute the *error derivatives* on *a training case* using *back propagation* and then, you make a *small change* to the *weights*.
* Obviously, this is going to *zigzag around* because on each training case, you'll get *different error derivatives*. But on average, if we make the weight changes small enough, it'll go in the right direction.
* Full batch learning: In this case we'll do a *full sweep* through all of the *training data*, *add together all of the error derivatives* *you get on the individual* *cases*, and then take a ***small step*** in that ***direction***.
* A problem with this is: if we start with a bad set of weights, and we might have a very big training set.
* We don't want to *do all that work of going through the whole training set* in order to fix up some ***weights*** that ***we know*** are ***pretty bad***.
* We only need to look at a few training cases before we get a reasonable idea of what direction we want to move the weights in.
* We don't need to look at a large number of training cases until we get towards the end of learning.
* Mini batch learning: Here we take a small random sample of the training cases and we go in that direction.
* We'll do a *little bit of zigzagging*, not nearly as much *zigzagging* as if we did online (one training case at a time).
* People typically do mini batch learning when they're training big neural networks on big data sets.
* How much we update (discussed in Chapter six): Then there's the issue of how much we update the weights. How big a change we make.
* Fixed learning rate: We can pick some fixed learning rate and then *learn the weights* by changing each weight by the derivative that we've computed times that learning rate ().
* Adapt global learning rate: We can adapt it by oscillating around, if the *error keeps going up and down*, then we'll reduce the learning rate. But if we're making steady progress, we might increase the learning rate.

|  |  |
| --- | --- |
| * Adapt separate learning rate on each connection: We can have a *separate learning rate for each connection* in the network, so that *some weights learn rapidly* and *other weights learned more slowly*. * Don’t use steepest decent: we don't really want to go in the direction of steepest decent at all. * If you look at the figure on the right, when we had a very elongated ellipse, the *direction* of *steepest decent* is almost at *right angles* to the ***direction to the minimum*** that we want to find. * And this is *typical* particularly towards the ***end of learning*** of most ***learning problems***.   So, there are *much better directions to go* in than the *direction* of *steepest decent*. The problem is, it's quite hard to figure out what they are. |  |

* **Overfitting: The downside of using powerful models**

The second set of issues is to do with: '*How* ***well*** *the network* ***generalizes*** *the* ***cases*** *it* ***didn't see during training*** '.

* *The problem here is that:* The ***training data*** contains ***information*** about the regularities ***in the mapping*** from input to output, but it also contains two types of noise.

1. The ***first type of noise*** is that the *target values* may be *unreliable*. And for *neural network*, that's usually only a *minor worry*.
2. The ***second type of noise*** is that the sampling error. There will be accidental regularities just because of the particular training cases that were chosen.

* If we take any particular training set, especially if it's a small one, there will be accidental regularities that are caused by the particular cases that we chose.
* For example, if you show *someone* some *polygons*, if you're a *bad teacher*, you might choose to show them a *square* and a *rectangle*. Those are *both polygons*, but there's *no way for someone* to realize from that, that *polygons* might have *three sides* or *seven sides*.

There's no way for them to understand that the *angles don't have to be right angles*.

If you're *a slightly better teacher*, you might show them a *triangle* and a *hexagon*. But again, from that, *they can't tell* whether *polygons* are always *convex*, and *they can't tell* whether the angles in polygons are always multiples of 60 degrees.

And, however carefully, you choose examples. ***For any finite set of examples, there'll be accidental regularities.***

* When we fit a model, there's no way it can tell the difference between an accidental regularity (for choosing particular samples) and a real regularity (that we'll generalize properly to new cases).
* So, what the model will do is: ***It will fit both kinds of regularity.***

And if you've got a big powerful model, it'll be very good at fitting the sampling error, and that will be a real disaster. That will cause it to generalize really badly.

* The Key point is: When we fit the model, it cannot tell which regularities are real and which are caused by sampling error. So it fits both kinds of regularity.
* If the model is very flexible it can model the sampling error really well. This is a disaster.
* **A simple example of overfitting:**

This is best understood by looking at following example. Here, we've got ***six data points*** shown in black, and we can fit a straight line to them.

* Notice the model has two degrees of freedom and it's fitting the ***six y-values***, given the ***six x values***, or we can fit a polynomial that has six degrees of freedom. By hand, we've drawn in red.
* The polynomial goes through the data points exactly and so it's a much better fit to the data.
* But which model do you trust?
* The complicated model certainly fits the data much better.
* But it's not economical.
* A convincing model is a simple model that explains (fits) a lot of data surprisingly well.
* And the polynomial doesn't do that. It explains these six data points, but it's got six degrees of freedom. So, wherever these data points were, it won't be able to explain them.
* It's not *surprising* that a *complicated model* can fit ***small amount data*** very well and it doesn't make this is a good model.

|  |  |
| --- | --- |
| * So, if you look at the arrow (in the figure), which output value do you predict for this input value? * Well, you'd have to have a lot of faith in the polynomial model in order to predict a value that's outside the range of values in all of the training data you've seen so far. * And I think almost everybody would prefer to predict the blue circle that's on the green line (straight line) rather than the one on the red line. * However, if we had ten times as much data, and *all of these data points lay very close to the* ***red line***, then we would certainly prefer the blue circle in the red line. |  |

* **Ways to reduce OVERFITTING**

There's a *number of ways to reduce over-fitting* that have been developed for neural networks and for many other models.

1. Weight-decay: There's weight decay where you try and keep the weights of the network small, or try and keep many of the weights at zero. And the idea of this is that it will make the model simpler.
2. Weight-sharing: In this method, you make the model simpler, by insisting that many of the weights have the exactly same value as each other.

* You don't know *what the value is,* and you're going to *learn it*. But it has to be *exactly the same* for *many of the weights*. We'll see that in the next chapter, how weight sharing is used.

1. Early stopping: There's *early stopping*, where you make yourself a *fake test set*. As you're *training* the *net*, you *peek* at what's happening on this *fake test set*. Once the performance on the fake test set starts getting worse, you stop training.
2. Model averaging: you train not so different neural nets, and you *average* them together in the hopes that, that will *reduce* the *errors* you're making.
3. Bayesian fitting of neural nets: Just a fancy form of *model averaging*.
4. Dropout: Make your model more robust by randomly emitting hidden units when you're training it.
5. Generative pre-training: these are somewhat more complicated and we'll try to describe towards the end of the course.