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# **Introduction**

Understanding the 3D world from 2D images is one of the fundamental problems in computer vision. Humans model the 3D world in their brains using images on their retinas, and live their daily existence using the constructed model. The machines, too, can act more intelligently by explicitly modeling the 3D world behind 2D images.

The process of generating an image from the 3D world is called rendering. Because this lies on the border between the 3D world and 2D images, it is crucially important in computer vision.

In recent years, convolutional neural networks (CNNs) have achieved considerable success in 2D image understanding [7, 13]. Therefore, incorporating rendering into neural networks has a high potential for 3D understanding.

What type of 3D representation is most appropriate for modeling the 3D world? Commonly used 3D formats are voxels, point clouds and polygon meshes. Voxels, which are 3D extensions of pixels, are the most widely used format in machine learning because they can be processed by CNNs [2, 17, 20, 24, 30, 31, 34, 35, 36]. However, it is difficult to process high resolution voxels because they are regularly sampled from 3D space and their memory efficiency is poor. The scalability of point clouds, which are sets of 3D points, is relatively high because point clouds are based on irregular sampling. However, textures and lighting are difficult to apply because point clouds do not have surfaces. Polygon meshes, which consist of sets of vertices and surfaces, are promising because they are scalable and have surfaces. Therefore, in this work, after experimenting with different 3D representation, we use the polygon mesh as our 3D format.

One advantage of polygon meshes over other representations in 3D understanding is its compactness. For example, to represent a large triangle, a polygon mesh only requires three vertices and one face, whereas voxels and point clouds require many sampling points over the face. Because polygon meshes represent 3D shapes with a small number of parameters, the model size and dataset size for 3D understanding can be made smaller.

Can we train a system including rendering as a neural network? This is a challenging problem. Rendering consists of projecting the vertices of a mesh onto the screen coordinate system and generating an image through regular grid sampling [16]. Although the former is a differentiable operation, the latter, referred to as rasterization, is difficult to integrate because back-propagation is prevented by the discrete operation.

In this project, we worked on an application of neural renderer presented by the paper Neural 3D Mesh Renderer [17], i.e gradient-based 3D mesh editing with 2D supervision. This basically includes 3D version of style transfer[6]. This task cannot be realized without a differentiable mesh renderer because voxels or point clouds have no smooth surfaces and textures can’t be captured in them.

The major contributions of this project can be summarized as follows:

* We perform 3D style transfer using voxel, point-cloud and mesh based 3D representation and compare the results.
* We perform 3D style transfer using Multiview and single view object reconstruction and present the findings that reconstruction does not capture the essence of texture as good as 3D mesh deformation.
* We finally present PyTorch implementation and optimization of gradient-based 3D mesh editing pipeline presented in the paper Neural 3D Mesh Renderer.
* radient-based 3D mesh editing with 2D supervision. This includes a 3D version of style transfer [6] and DeepDream [18]. This task cannot be realized without a differentiable mesh renderer because voxels or point clouds have no smooth surfaces.
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1. **Gradient-based 3D mesh editing**

Gradient-based image editing techniques [6, 18] generate an image by minimizing a loss function L(x) on a 2D image x via gradient descent. In this work, instead of generating an image, we optimize a 3D mesh m consisting of vertices {vi}, faces {fi}, and textures {ti} based on its rendered image R(m|φi).

4.1 **2D-to-3D style transfer Method and Loss Functions**

In this section, we describe the method to transfer the style of an image x s onto a mesh mc, that is proposed in the neural Renderer paper [12].

For 2D images, style transfer is achieved by minimizing content loss and style loss simultaneously [6]. Specifically, content loss is defined using a feature extractor fc(x) and content image x c as Lc(x|x c ) = |fc(x) − fc(x c )| 2 2 . Style loss is defined using another feature extractor fs(x) and style image x s as Ls(x|x s ) = |M(fs(x)) − M(fs(x s ))| 2 F . M(x) transforms a vector into a Gram matrix.

In 2D-to-3D style transfer, content is specified as a 3D mesh mc . To make the shape of the generated mesh similar to that of mc , assuming that the vertices-to-faces relationships {fi} are the same for both meshes, content loss is redefined as Lc(m|mc ) = P {vi,v c i }∈(m,mc) |vi − v c i | 2 2 . Style loss is same as that in the 2D application. Specifically, Ls(m|x s , φ) = |M(fs(R(m, φ))) − M(fs(xs))| 2 F . A regularizer for noise reduction is also used alongside with the above mentioned loss. Let P denote the a set of colors of all pairs of adjacent pixels in an image R(m, φ). We define this loss as Lt(m|φ) = P {pa,pb}∈P |pa − pb| 2 2 .

The final objective function is L = λcLc + λsLs + λtLt. Initial solution of m is set as mc and L is minimized with respect to {vi} and {ti}.

4.2 **Architecture**

This section describes the complete network architecture of gradient based 3D mesh style transfer that we implemented in our work using PyTorch and Cuda frameworks. A neural renderer architecture is leveraged for this application and a style transfer component is built on top of that. The same is illustrated in the Fig. 2.

A 3D mesh object is fed to the neural renderer pipeline which outputs corresponding multiview images. A VGG16 network is used to extract features from those images which are compared with those extracted from stylized feature image that is also given as an input to the network. We have specifically used features from 2nd, 7th, 14th and 21st layer of VGG network to extract most meaningful textures. Now a style loss is calculated by summing over the differences for each feature map output of rendered and textured image. This loss signifies the texture captured by the mesh. Another loss is calculated which represents the degree by which original mesh has been deformed to capture the texture present in the style image. This is termed as content loss. Both the losses are used to counter balance themselves which leads to stable deformation in the mesh.

Now, a weighted sum of all the losses is taken which is backpropagated to train the network parameters i.e., texture and vertices of 3D mesh object. The deformed mesh is then again fed to the network along with the style image and this whole process is repeated for multiples epochs.

The result of the run is a mesh with deformations and textures that mimics the texture from the given style image. The results of our experiments and work can be seen in the next section.

1. This is what a footnote looks like. It often distracts the reader from the main flow of the argument. [↑](#footnote-ref-1)