**فصل 5: مدیریت داده‌های رسته‌ای[[1]](#footnote-1)**

**5. مقدمه**

اغلب مفید است که اشیا را نه از نظر کمیت، بلکه از نظر کیفیت اندازه‌گیری کنیم. ما اغلب این اطلاعات کیفی را به عنوان عضویت یک نمونه در یک دسته مجزا مانند جنسیت، رنگ‌ها یا برند خودرو نشان می‌دهیم. با این حال، همه داده‌های رسته‌ای یکسان نیستند. مجموعه‌ای از رسته‌ها بدون ترتیب ذاتی، اسمی[[2]](#footnote-2) نامیده می‌شوند. نمونه‌هایی از رسته‌های اسمی عبارتند از:

* آبی، قرمز، سبز
* مرد، زن
* موز، توت فرنگی، سیب

در مقابل، وقتی مجموعه‌ای از مقوله‌ها دارای ترتیب طبیعی هستند، از آن به عنوان ترتیبی[[3]](#footnote-3) یاد می‌کنیم. مثلا:

* کم، متوسط، ​​زیاد
* جوان، پیر
* موافق، خنثی، مخالف

علاوه بر این، اطلاعات دسته‌بندی اغلب در داده‌ها به‌عنوان بردار یا ستونی از رشته‌ها نشان داده می‌شوند (مانند «Maine»، «Texas»، «Delaware»). مشکل این است که بیشتر الگوریتم‌های یادگیری ماشین به ورودی‌هایی نیاز دارند که مقادیر عددی باشند. الگوریتم k نزدیکترین همسایه یک مثال ساده ارائه می دهد. یک مرحله در الگوریتم محاسبه فواصل بین مشاهدات است، اغلب با استفاده از فاصله اقلیدسی:

که در آن x و y دو مشاهدات هستند و زیرمجموعه i مقدار ویژگی مشاهدات را نشان می دهد. با این حال، محاسبه فاصله آشکارا غیرممکن است اگر مقدار x یک رشته باشد (به عنوان مثال، " Texas"). در عوض، باید رشته را به فرمت عددی تبدیل کنیم تا بتوان آن را در معادله فاصله اقلیدسی وارد کرد. هدف ما ایجاد تحولی است که به درستی اطلاعات موجود در دسته ها را منتقل کند (تعارف، فواصل نسبی بین دسته ها و غیره). دراین فصل، تکنیک‌هایی را برای ایجاد این تحول و همچنین غلبه بر چالش‌هایی که اغلب هنگام مدیریت داده‌های طبقه‌بندی با آن مواجه می‌شوند، پوشش خواهیم داد.

**1.5رمزگذاری ویژگی­های دسته بندی اسمی**

**مسئله**

شما یک ویژگی با کلاس­های اسمی دارید که ترتیب ذاتی ندارد (به عنوان مثال، سیب، گلابی، موز).

**راه حل**

با استفاده ازکتابخانه scikit-learn’s ، ویژگی را یک‌بار OHE با LabelBinarizer می­کنیم.

*# Import libraries*

import numpy as np

from sklearn.preprocessing import LabelBinarizer,

MultiLabelBinarizer

*# Create feature*

feature = np.array( [ ["Texas"],

["California"],

["Texas"],

["Delaware"],

["Texas"] ] )

*# Create one-hot encoder*

one\_hot = LabelBinarizer()

*# One-hot encode feature*

one\_hot.fit\_transform(feature)

array ( [ [0, 0, 1],

[1, 0, 0],

[0, 0, 1],

[0, 1, 0],

[0, 0, 1] ] )

ما می توانیم از متد classes برای خروجی کلاس ها استفاده کنیم:

*# View feature classes*

one\_hot.classes\_

array( [ 'California', 'Delaware', 'Texas' ],

dtype =' < U10')

اگر بخواهیم رمزگذاری OHE را معکوس کنیم، می توانیم از inverse\_transform استفاده کنیم:

*# Reverse one-hot encoding*

one\_hot.inverse\_transform(one\_hot.transform(feature))

array( [ 'Texas', 'California', 'Texas', 'Delaware', 'Texas'], dtype =' <U10 ')

ما حتی می توانیم از pandas برای رمزگذاری یکباره این ویژگی استفاده کنیم.

*# Import library*

import pandas as pd

*# Create dummy variables from feature*

pd.get\_dummies(feature[:,0])
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یکی از توانایی‌های مفید scikit-learn موقعیتی است که در آن هر یک از آنها چندین کلاس را فهرست می کند:

*# Create multiclass feature*

multiclass\_feature = [ ("Texas", "Florida"),

("California", "Alabama"),

("Texas", "Florida"),

("Delware", "Florida"),

("Texas", "Alabama") ]

*# Create multiclass one-hot encoder*

one\_hot\_multiclass = MultiLabelBinarizer()

*# One-hot encode multiclass feature*

one\_hot\_multiclass.fit\_transform(multiclass\_feature)

array ( [ [0, 0, 0, 1, 1],

[1, 1, 0, 0, 0],

[0, 0, 0, 1, 1],

[0, 0, 1, 1, 0],

[1, 0, 0, 0, 1] ] )

یک بار دیگر می‌توانیم کلاس‌ها را با متد classes ببینیم:

*# View classes*

one\_hot\_multiclass.classes\_

array([ 'Alabama', 'California', 'Delware', 'Florida', 'Texas'], dtype =object)

**بحث**

ممکن است فکر کنیم استراتژی مناسب این است که به هر کلاس یک مقدار عددی اختصاص دهیم (به عنوان مثال، Texas = 1, California = 2)

با این حال، وقتی کلاس‌های ما ترتیب ذاتی ندارند (به عنوان مثال، Texas «کم‌تر از California » نیست)، مقادیر عددی ما به اشتباه ترتیبی را ایجاد می‌کنند که وجود ندارد. استراتژی مناسب ایجاد یک ویژگی باینری برای هر کلاس در ویژگی اصلی است. این اغلب رمزگذاری یک‌طرفه (در ادبیات یادگیری ماشین) یا ساختگی (در ادبیات آماری و تحقیقاتی) نامیده می‌شود. ویژگی راه حل ما یک بردار حاوی سه کلاس (یعنی 'California', 'Florida', 'Texas') بود.

در رمزگذاری OHE، هر کلاس به ویژگی خاص خود تبدیل می‌شود که در صورت ظاهر شدن کلاس، 1 و در غیر این صورت 0 می‌شود. از آنجا که ویژگی ما دارای سه کلاس بود، OHE سه ویژگی باینری (یکی برای هر کلاس) را برگرداند. با استفاده از OHE ، می‌توانیم عضویت یک مشاهده را در یک کلاس ثبت کنیم و در عین حال این مفهوم را حفظ کنیم که کلاس فاقد هر نوع سلسله مراتبی است. در نهایت، شایان ذکر است که اغلب توصیه می‌شود که پس از رمزگذاری یکباره یک ویژگی، یکی از ویژگی‌های OHE را در ماتریس حاصل رها کنیم تا از وابستگی خطی جلوگیری کنیم.

همچنین

* [Dummy Variable Trap، Algosome](http://bit.ly/2FvVJkC)
* [رها کردن یکی از ستون ها هنگام استفاده از OHE](http://bit.ly/2FwrxG0)

**2.5 رمزگذاری دسته بندی ترتیبی**

**مسئله**

شما یک ویژگی دسته بندی ترتیبی دارید (به عنوان مثال، زیاد، متوسط، کم).

**راه حل**

با استفاده از راه حل از روش جایگزینی DataFrame برای تبدیل برچسب های رشته به معادل های عددی استفاده میشود.

*# Load library*

import pandas as pd

*# Create features*

dataframe = pd.DataFrame({"Score": [ "Low", "Low", "Medium", "Medium", "High"] } )

*# Create mapper*

scale\_mapper = {"Low":1,

"Medium":2,

"High":3}

*# Replace feature values with scale*

dataframe["Score"].replace(scale\_mapper)

0 1

1 1

2 2

3 2

4 3

Name: Score, dtype: int64

**بحث**

اغلب ما یک ویژگی با کلاس هایی داریم که دارای نوعی طبیعی هستند یک مثال معروف مقیاس لیکرت است:

* کاملا موافقم
* موافق
* خنثی
* مخالف بودن
* به شدت مخالف

هنگام رمزگذاری ویژگی برای استفاده در یادگیری ماشین، باید کلاس‌های ترتیبی را به مقادیر عددی تبدیل کنیم که مفهوم مرتب‌سازی را حفظ کند. متداول ترین روش ایجاد دیکشنری است که برچسب رشته کلاس را به یک عدد ترسیم می کند و سپس آن نقشه را روی ویژگی اعمال می کند. مهم است که انتخاب مقادیر عددی ما بر اساس اطلاعات قبلی ما در مورد کلاس های ترتیبی باشد. در راه حل ما، بالا به معنای واقعی کلمه سه برابر بزرگتر از پایین است. این در هر موردی خوب است، اما اگر فواصل فرضی بین کلاس ها برابر نباشد، می تواند خراب شود:

dataframe = pd.DataFrame ( { "Score": [ "Low",

"Low",

"Medium",

"Medium",

"High",

"Barely More Than Medium" ] } )

scale\_mapper = {"Low":1,

"Medium":2,

"Barely More Than Medium": 3,

"High":4 }

Dataframe ["Score"].replace(scale\_mapper)

0 1

1 1

2 2

3 2

4 4

5 3

Name: Score, dtype : int64

در این مثال، فاصله بین Low و Medium برابر با فاصله بین Medium و Barely More Than Medium است که تقریباً مطمئناً دقیق نیست. بهترین رویکرد این است که نسبت به مقادیر عددی نگاشت شده به کلاس ها آگاه باشید:

scale\_mapper = {"Low":1,

"Medium":2,

"Barely More Than Medium": 2.1,

"High":3}

Dataframe ["Score"] .replace(scale\_mapper)

0 1.0

1 1.0

2 2.0

3 2.0

4 3.0

5 2.1

Name: Score, dtype: float64

**3.5 رمزگذاری دیکشنری ویژگی ها**

**مسئله**

شما یک فرهنگ لغت دارید و می خواهید آن را به یک ماتریس ویژگی تبدیل کنید.

**راه حل**

استفاده از DictVectorizer

*# Import library*

from sklearn.feature\_extraction import DictVectorizer

*# Create dictionary*

data\_dict = [{"Red": 2, "Blue": 4},

{"Red": 4, "Blue": 3},

{"Red": 1, "Yellow": 2},

{"Red": 2, "Yellow": 2}]

*# Create dictionary vectorizer*

dictvectorizer = DictVectorizer(sparse=False)

*# Convert dictionary to feature matrix*

features = dictvectorizer.fit\_transform(data\_dict)

*# View feature matrix*

features

Array ( [ [ 4., 2., 0.],

[ 3., 4., 0.],

[ 0., 1., 2.],

[ 0., 2., 2.] ] )

به طور پیش فرض DictVectorizer یک ماتریس پراکنده را خروجی می دهد که فقط عناصر با مقداری غیر از 0 را ذخیره می کند. هنگامی که ماتریس های عظیمی داریم (که اغلب در پردازش زبان طبیعی با آن مواجه می شویم) و می خواهیم نیازهای حافظه را به حداقل برسانیم، این می تواند بسیار مفید باشد. می‌توانیم DictVectorizer را مجبور کنیم که یک ماتریس متراکم را با استفاده از sparse=False تولید کند. با استفاده از روش get\_feature\_names می توانیم نام هر ویژگی تولید شده را بدست آوریم

*# Get feature names*

feature\_names = dictvectorizer.get\_feature\_names()

*# View feature names*

feature\_names

['Blue', 'Red', 'Yellow']

در حالی که ضروری نیست، برای مثال می توانیم یک DataFrame ایجاد کنیم تا خروجی را بهتر ببینیم::

*# Import library*

import pandas as pd

*# Create dataframe from features*

pd.DataFrame(features, columns=feature\_names)

![](data:image/png;base64,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)

**بحث**

دیکشنری یک ساختار داده محبوب است که توسط بسیاری از زبان های برنامه نویسی استفاده می شود. با این حال، الگوریتم‌های یادگیری ماشین انتظار دارند داده‌ها در قالب یک ماتریس باشند. ما می توانیم این کار را با استفاده از dictvectorizer انجام دهیم. این یک وضعیت رایج هنگام کار با پردازش زبان طبیعی است. برای مثال، ممکن است مجموعه‌ای از اسناد داشته باشیم و برای هر سند یک فرهنگ لغت داشته باشیم که حاوی تعداد دفعاتی است که هر کلمه در سند ظاهر می‌شود. با استفاده از dictvectorizer، ما به راحتی می توانیم یک ماتریس ویژگی ایجاد کنیم که در آن هر ویژگی تعداد دفعاتی است که یک کلمه در هر سند ظاهر می شود:

*# Create word counts dictionaries for four documents*

doc\_1\_word\_count = {"Red": 2, "Blue": 4}

doc\_2\_word\_count = {"Red": 4, "Blue": 3}

doc\_3\_word\_count = {"Red": 1, "Yellow": 2}

doc\_4\_word\_count = {"Red": 2, "Yellow": 2}

*# Create list*

doc\_word\_counts = [doc\_1\_word\_count,

doc\_2\_word\_count,

doc\_3\_word\_count,

doc\_4\_word\_count]

*# Convert list of word count dictionaries into feature matrix*

dictvectorizer.fit\_transform(doc\_word\_counts)

Array ( [ [ 4., 2., 0.],

[ 3., 4., 0.],

[ 0., 1., 2.],

[ 0., 2., 2.] ] )

در مثال اسباب بازی ما تنها سه کلمه منحصر به فرد (Red, Yellow, Blue) وجود دارد، بنابراین تنها سه ویژگی در ماتریس ما وجود دارد. با این حال، می‌توانید تصور کنید که اگر هر سند واقعاً یک کتاب در کتابخانه دانشگاه باشد، ماتریس ویژگی‌های ما بسیار بزرگ خواهد بود (و سپس می‌خواهیم ذخیره را روی True تنظیم کنیم).

همچنین ببینید

* [نحوه استفاده از دیکشنری ها در پایتون](http://bit.ly/2HReoWz)
* [ماتریس های پراکنده SciPy](http://bit.ly/2HReBZR)

**4.5 درج مقادیر گمشده کلاس**

**مسئله**

شما یک ویژگی دسته بندی دارید که حاوی مقادیر گم شده است می خواهید با مقادیر پیش بینی شده جایگزین کنید.

**راه حل**

راه حل ایده آل آموزش یک الگوریتم طبقه بندی کننده یادگیری ماشین است برای پیش‌بینی مقادیر گمشده، معمولاً k نزدیک‌ترین همسایه‌ها

طبقه بندی کننده (KNN):

*# Load libraries*

import numpy as np

from sklearn.neighbors import KNeighborsClassifier

*# Create feature matrix with categorical feature*

X = np.array( [ [0, 2.10, 1.45],

[1, 1.18, 1.33],

[0, 1.22, 1.27],

[1, -0.21, -1.19] ])

*# Create feature matrix with missing values in the categorical feature*

X\_with\_nan = np.array([[np.nan, 0.87, 1.31],

[np.nan, -0.67, -0.22] ] )

*# Train KNN learner*

clf = KNeighborsClassifier(3, weights='distance')

trained\_model = clf.fit( X[:,1:], X[:,0] )

*# Predict missing values' class*

imputed\_values = trained\_model.predict(X\_with\_nan[:,1:])

*# Join column of predicted class with their other features*

X\_with\_imputed = np.hstack((imputed\_values.reshape(-1,1),

X\_with\_nan[:,1:]))

*# Join two feature matrices*

np.vstack((X\_with\_imputed, X))

array ( [ [ 0. , 0.87, 1.31],

[ 1. , -0.67, -0.22],

[ 0. , 2.1 , 1.45],

[ 1. , 1.18, 1.33],

[ 0. , 1.22, 1.27],

[ 1. , -0.21, -1.19] ] )

یک راه حل جایگزین، پر کردن مقادیر از دست رفته با متداول ترین مقدار ویژگی است:

from sklearn.preprocessing import Imputer

*# Join the two feature matrices*

X\_complete = np.vstack( (X\_with\_nan, X) )

imputer = Imputer (strategy= 'most\_frequent', axis=0)

imputer.fit\_transform (X\_complete)

array ( [ [ 0. , 0.87, 1.31],

[ 0. , -0.67, -0.22],

[ 0. , 2.1 , 1.45],

[ 1. , 1.18, 1.33],

[ 0. , 1.22, 1.27],

[ 1. , -0.21, -1.19 ] ] )

**بحث**

وقتی مقادیر گمشده در یک ویژگی طبقه بندی شده داریم، بهترین راه حل ما این است که جعبه ابزار الگوریتم های یادگیری ماشین را برای پیش بینی مقادیر مشاهدات از دست رفته باز کنیم. ما می توانیم این کار را با در نظر گرفتن ویژگی با مقادیر از دست رفته به عنوان بردار هدف و سایر ویژگی ها به عنوان ماتریس ویژگی انجام دهیم. الگوریتمی که معمولاً مورد استفاده قرار می گیرد KNN است (که بعداً در این کتاب به طور عمیق مورد بحث قرار می گیرد)، که به مقدار گمشده کلاس میانه k نزدیکترین مشاهدات را نسبت می دهد. از طرف دیگر، می‌توانیم مقادیر از دست رفته را با متداول‌ترین کلاس ویژگی پر کنیم. اگرچه نسبت به KNN پیچیده تر است، اما برای داده های بزرگتر مقیاس پذیرتر است. در هر صورت، توصیه می‌شود که یک ویژگی باینری را شامل شود که نشان می‌دهد کدام مشاهدات حاوی مقادیر منتسب هستند.

**همچنین**

* [غلبه بر مقادیر از دست رفته در یک طبقه‌بندی جنگل تصادفی](http://bit.ly/2HSsNBF)
* [مطالعه K -نزدیکترین همسایه به عنوان یک روش انتساب](http://bit.ly/2HS9sAT)

**5.5 مدیریت کلاس های نامتعادل**

**مسئله**

شما یک بردار هدف با کلاس های بسیار نامتعادل دارید.

**راه حل**

داده های بیشتری جمع آوری کنید اگر این امکان پذیر نیست، معیارهای مورد استفاده برای ارزیابی مدل خود را تغییر دهید. اگر جواب نداد، از پارامترهای وزن کلاس داخلی مدل (در صورت وجود)، نمونه برداری پایین یا نمونه برداری استفاده کنید. ما معیارهای ارزیابی را در فصل بعدی پوشش می‌دهیم، بنابراین فعلاً اجازه دهید روی پارامترهای وزن کلاس، نمونه‌برداری پایین و نمونه‌برداری بالا تمرکز کنیم. برای نشان دادن راه حل های خود، باید داده هایی با کلاس های نامتعادل ایجاد کنیم.

مجموعه داده Fisher’sشامل سه کلاس متعادل از 50 مشاهدات است که هر کدام گونه‌های گل را نشان می‌دهند (Iris setosa، Iris virginica و Iris versicolor). برای عدم تعادل مجموعه داده، 40 مورد از 50 مشاهدات Iris setosa را حذف می کنیم و سپس کلاس Iris virginica و Iris versicolor را ادغام می کنیم. نتیجه نهایی یک بردار هدف باینری است که نشان می دهد آیا مشاهده گل زنبق ستوزا است یا نه. نتیجه 10 مشاهده از Iris setosa (کلاس 0) و 100 مشاهده از Iris setosa ( کلاس 1) است:

*# Load libraries*

import numpy as np

from sklearn.ensemble import RandomForestClassifier

from sklearn.datasets import load\_iris

*# Load iris data*

iris = load\_iris()

*# Create feature matrix*

features = iris.data

# *Create target vector*

target = iris.target

*# Remove first 40 observations*

features = features[40:,:]

target = target[40:]

*# Create binary target vector indicating if class 0*

target = np.where((target == 0), 0, 1)

*# Look at the imbalanced target vector*

target

Array ( [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1 , 1, 1, 1 , 1,

1, 1, 1, 1, 1,

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,

1, 1, 1, 1, 1,

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,

1, 1, 1, 1, 1,

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 ] )

بسیاری از الگوریتم‌ها در Sikit-Learn پارامتری را به کلاس‌های وزنی در طول تمرین ارائه می‌کنند تا تأثیر عدم تعادل آنها را خنثی کنند. در حالی که ما هنوز آن را پوشش نداده‌ایم، RandomForestClassifier یک الگوریتم طبقه‌بندی محبوب است و شامل یک پارامتر class\_weight است. شما می توانید یک آرگومان ارسال کنید که وزن کلاس مورد نظر را به صراحت مشخص کند:

*# Create weights*

weights = {0: .9, 1: 0.1}

*# Create random forest classifier with weights*

RandomForestClassifier(class\_weight=weights)

RandomForestClassifier(bootstrap=True, class\_weight={0: 0.9, 1: 0.1},

criterion='gini', max\_depth=None,

max\_features = 'auto',

max\_leaf\_nodes=None, min\_impurity\_decrease=0.0,

min\_impurity\_split=None, min\_samples\_leaf=1,

min\_samples\_split=2,

min\_weight\_fraction\_leaf=0.0,

n\_estimators=10, n\_jobs=1, oob\_score=False,

random\_state= None,

verbose=0, warm\_start=False)

یا می توانید به صورت متعادل پاس دهید، که به طور خودکار وزن هایی را به طور معکوس با فرکانس های کلاس ایجاد می کند:

*# Train a random forest with balanced class weights*

RandomForestClassifier(class\_weight="balanced")

RandomForestClassifier(bootstrap=True,

class\_weight = 'balanced',

criterion='gini', max\_depth = None,

max\_features = 'auto',

max\_leaf\_nodes =None, min\_impurity\_decrease =0.0,

min\_impurity\_split =None, min\_samples\_leaf =1,

min\_samples\_split =2,

min\_weight\_fraction\_leaf =0.0,

n\_estimators=10, n\_jobs =1, oob\_score = False,

random\_state = None,

verbose=0, warm\_start = False)

از طرف دیگر، می‌توانیم کلاس اکثریت را پایین‌نمونه‌سازی کنیم یا کلاس اقلیت را نمونه‌برداری کنیم. در نمونه‌گیری پایین، ما به‌طور تصادفی بدون جایگزینی از کلاس اکثریت (یعنی کلاس با مشاهدات بیشتر) نمونه‌برداری می‌کنیم تا یک زیرمجموعه جدید از مشاهدات برابر با کلاس اقلیت ایجاد کنیم. به عنوان مثال، اگر کلاس اقلیت 10 مشاهده داشته باشد، به طور تصادفی 10 مشاهده را از طبقه اکثریت انتخاب می کنیم و از آن 20 مشاهده به عنوان داده استفاده می کنیم. در اینجا ما دقیقاً این کار را با استفاده از داده های Iris نامتعادل خود انجام می دهیم:

*# Indicies of each class' observations*

i\_class0 = np.where(target == 0)[0]

i\_class1 = np.where(target == 1)[0]

*# Number of observations in each class*

n\_class0 = len(i\_class0)

n\_class1 = len(i\_class1)

*# For every observation of class 0, randomly sample*

*# from class 1 without replacement*

i\_class1\_downsampled = np.random.choice(i\_class1,

size=n\_class0, replace=False)

*# Join together class 0's target vector with the*

*# downsampled class 1's target vector*

np.hstack((target[i\_class0], target[i\_class1\_downsampled]))

array ( [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1,

1, 1 ] )

*# Join together class 0's feature matrix with the*

*# downsampled class 1's feature matrix*

np.vstack( (features[i\_class0,:],

features[i\_class1\_downsampled,:] ) ) [0:5]

array ( [ [ 5. , 3.5, 1.3, 0.3],

[ 4.5, 2.3, 1.3, 0.3],

[ 4.4, 3.2, 1.3, 0.2],

[ 5. , 3.5, 1.6, 0.6],

[ 5.1, 3.8, 1.9, 0.4] ] )

گزینه دیگر ما این است که از کلاس اقلیت نمونه برداری کنیم. در نمونه برداری، برای هر مشاهده در کلاس اکثریت، به طور تصادفی یک مشاهده از کلاس اقلیت را با جایگزینی انتخاب می کنیم. نتیجه نهایی همان تعداد مشاهدات طبقات اقلیت و اکثریت است.

Upsampling بسیار شبیه به downsampling اجرا می شود، فقط به صورت معکوس:

*# For every observation in class 1, randomly sample from class 0 with replacement*

i\_class0\_upsampled = np.random.choice(i\_class0,

size=n\_class1, replace=True)

*# Join together class 0's upsampled target vector with class*

*1's target vector*

np.concatenate((target[i\_class0\_upsampled],

target[i\_class1]))

array ( [0, 0 , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0 , 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0 , 0, 0, 0,

0, 0, 0, 0, 0 , 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,

1, 1, 1, 1, 1,

1, 1 , 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,

1, 1 , 1, 1, 1,

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,

1, 1, 1, 1, 1,

1, 1, 1, 1 , 1 , 1, 1, 1, 1, 1, 1, 1 , 1, 1, 1, 1, 1, 1, 1, 1,

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1] )

*# Join together class 0's upsampled feature matrix with*

*class 1's feature matrix*

np.vstack((features[i\_class0\_upsampled,:],

features[i\_class1,:]))[0:5]

array ( [ [ 5. , 3.5, 1.6, 0.6],

[ 5. , 3.5, 1.6, 0.6],

[ 5. , 3.3, 1.4, 0.2],

[ 4.5, 2.3, 1.3, 0.3],

[ 4.8, 3. , 1.4, 0.3] ] )

**بحث**

در دنیای واقعی هم کلاس‌های نامتعادل در همه جا وجود دارد. بیشتر بازدیدکنندگان روی دکمه خرید کلیک نمی‌کنند و بسیاری از انواع سرطان ها خوشبختانه نادر هستند. به همین دلیل، مدیریت کلاس­های نامتعادل یک فعالیت رایج در یادگیری ماشین است. بهترین استراتژی ما صرفاً جمع آوری مشاهدات بیشتر به ویژه مشاهدات طبقه اقلیت است. ولی این اغلب ممکن نیست، بنابراین ما باید به گزینه های دیگر متوسل شویم.

راهبرد دوم استفاده از معیار ارزیابی مدل است که برای کلاس‌های نامتعادل مناسب‌تر است. دقت، اغلب به‌عنوان معیاری برای ارزیابی عملکرد یک مدل استفاده می‌شود، اما وقتی کلاس‌های نامتعادل وجود دارند، دقت می‌تواند مناسب باشد. به عنوان مثال، اگر فقط 0.5٪ از مشاهدات سرطان از نوع نادر داشته باشند، حتی یک مدل ساده که پیش بینی می­کند هیچ کس سرطان ندارد، 99.5٪ دقیق خواهد بود. واضح است که این ایده آل نیست. برخی از معیارهای دیگر مانند ماتریس های درهم ریختگی، دقت، صحت، امتیازات F1 و منحنی های ROC در فصل های بعدی مورد بحث قرار می دهیم.

استراتژی سوم استفاده از پارامترهای وزن کلاس موجود در آن است. پیاده سازی برخی از مدل ها این به ما این امکان می­دهد که الگوریتم را برای کلاس­های نامتعادل تنظیم کنیم. خوشبختانه، بسیاری از طبقه‌بندی‌کننده‌های scikitlearn دارای پارامتر class\_weight هستند که آن را به گزینه خوبی تبدیل کرده است.

راهبردهای چهارم و پنجم یعنی نمونه برداری پایین و نمونه برداری بالا مرتبط هستند. در نمونه برداری پایین، یک زیرمجموعه تصادفی از کلاس اکثریت با اندازه مساوی با کلاس اقلیت ایجاد می­کنیم. در نمونه‌برداری بالا، ما به طور مکرر با جایگزینی از کلاس اقلیت نمونه‌برداری می‌کنیم تا اندازه آن با کلاس اکثریت برابر باشد. تصمیم بین استفاده از نمونه‌برداری پایین و نمونه‌برداری بالا به یک زمینه خاص بستگی دارد، و به طور کلی باید هر دو را امتحان کنیم تا ببینیم کدامیک نتایج بهتری ایجاد می‌کند.

1. Categorical data [↑](#footnote-ref-1)
2. nominal [↑](#footnote-ref-2)
3. ordinal [↑](#footnote-ref-3)