Initially I used a crude method by keeping the depth of 2 and increasing the number of estimators in Gradient Boosting Classifier. But it was noted that increased number of trees caused a huge time to train(almost 6hrs) with max\_depth kept to 2. So I then played with different parameters like learning rate, max\_depth, estimators to finally achieve a score of 0.7432(dtd: 25/06/2020) which took a training time of 28mins.
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