# Install & Load required packages   
if(!require('lme4')){install.packages('lme4')}

## Loading required package: lme4

## Loading required package: Matrix

library(lme4)  
load("D:/Clouds/Dropbox/Dropbox/ARP - statistics in R/R/AssignmentWorkspace.rdata") # Change directory according to your device  
  
# These assignments are about a study on the popularity of highschool students. A total of 515 students from 25 different   
# classes took part in this study in which we determined how extraversion, gender, and teacher experience influenced a   
# student's popularity. The data of this study show a clear hierarchy - or nesting - , with students nested in classes.   
# Since observations of students from the same class are most likely not independent, we can't just analyse these data using   
# normal lineair regression. In addition, we are dealing with variables on different levels. We have pupil level variables like  
# extraversion and gender, but we also have class characteristics like teacher experience. Only with multilevel analysis can we   
# estimate both types of variables in a single analysis. In this assignment we'll start with some regular regression analyses  
# on the data of each separate class (even though the independence assumption is violated!). Because this will help you get the  
# hang of R, but also because it will make the multilevel analyses more insightful. Then, given the hierarchical nature of the   
# data, we run a multilevel regression analyis on the complete data.  
  
# Assignment 1:  
# The data for the 25 different classes are stored in de the dataframes Class1 - Class25. The dataframe Total   
# contains the combined data of all classes. Inspect the dataframes (maybe make a plot using the plot command. For help, simply  
# type ?plot).  
 head(Class1)

## Pupil Class Extraversion Gender teacherExp Popular  
## 1 1 1 5 1 24 6.3  
## 2 2 1 7 0 24 4.9  
## 3 3 1 4 1 24 5.3  
## 4 4 1 3 1 24 4.7  
## 5 5 1 5 1 24 6.0  
## 6 6 1 4 0 24 4.7

head(Total)

## Pupil Class Extraversion Gender teacherExp Popular  
## 1 1 1 5 1 24 6.3  
## 2 2 1 7 0 24 4.9  
## 3 3 1 4 1 24 5.3  
## 4 4 1 3 1 24 4.7  
## 5 5 1 5 1 24 6.0  
## 6 6 1 4 0 24 4.7

tail(Total)

## Pupil Class Extraversion Gender teacherExp Popular  
## 510 15 25 5 1 19 3.3  
## 511 16 25 4 0 19 4.0  
## 512 17 25 5 0 19 2.9  
## 513 18 25 5 0 19 3.8  
## 514 19 25 5 0 19 3.7  
## 515 20 25 5 0 19 4.3

plot(Class1$Extraversion, Class1$Popular)

![](data:image/png;base64,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)

#List of all the variables:  
# - pupil:pupil identification variable, not needed in the analysis  
# - class:class identification variable, the linking variable to define the 2 - level structure  
# - student-level independent variables: extraversion (continuous; higher scores mean higher extraversion) and gender (dichotomous; 0=male, 1 =female)  
# - class-level independent variables: teacher experience (in years)  
# - outcome variable: popular (continuous outcome variable at the student-level, higher scores indicate higher popularity)  
  
# Assignment 2:  
# Run regression analyses for each of the 25 classes separately using the lm command, and save the intercepts and regression   
# coefficients of each of these analyses. In these analyses, use popularity as the dependent variable and extraversion and   
# gender as independent variables. If needed as for instructions on using the lm command by typing ?lm in R.   
  
 # The code for each separate analysis is given by,  
 ResultsClass1 <- with(data = Class1,  
 lm(Popular ~ 1 + Extraversion + Gender)  
 )  
 # where you obvioulsy change the name of the class you're interested in.  
 # The coefficients are stored in a separate part of the ResultsClass1 variable called "Coefficients". To acces them   
 # separately ask for ResultsClass1$coefficients,  
 ResultsClass1$coefficients

## (Intercept) Extraversion Gender   
## 2.5502762 0.4127072 1.0461878

# The intercept is the first value sotred under coefficients and can be asked for by typing,  
 ResultsClass1$coefficients[1]

## (Intercept)   
## 2.550276

# Similarly, the regression coefficients for Extraversion and Gender can be obtained by typing  
 ResultsClass1$coefficients[2] # and,

## Extraversion   
## 0.4127072

ResultsClass1$coefficients[3]

## Gender   
## 1.046188

# The above can be done for each class separately, or you can save all intercepts and regression coefficients using a  
 # for-loop.  
 Coefficients <- matrix(NA, ncol = 3, nrow = 25) # First we create a matrix in which we store the inetercepts and coefficients  
 colnames(Coefficients) <- c("Intercept", "Extraversion", "Gender") # And then we specify the columnnames  
 # Then we automatically run lm on all the 25 classes and store the results  
 for (i in 1:25) {  
 Coefficients[i,] <- lm(Popular ~ 1+Extraversion+Gender, data = eval(parse(text = paste("Class", i, sep = ""))))$coefficients  
 }  
  
   
# Assignment 3:  
# Why can't we include teacher experience as a predictor in the separate regression analyses above?  
# "Because the scores on teacher experience don't vary within classes"  
  
# Assignment 4:  
# For each class, save the mean popularity score and the teacher experience score.  
# Run a regression in which you predict the mean popularity usinf teacher experience and save the intercept and regression  
# coefficient. What is the sample size in this analysis?  
  
 # Getting the means can be done for each dataset by typing,  
 mean(Class1$Popular) # and,

## [1] 5.075

mean(Class1$teacherExp)

## [1] 24

# and then saving the values in two separate vectors  
 # Alternatively we can again do this automatically with  
 Mean <- matrix(NA, ncol = 2, nrow = 25) # First we create a matrix in which we store the inetercepts and coefficients  
 colnames(Mean) <- c("Popular", "TeacherExperiece") # And then we specify the columnnames  
 # Then we automatically run lm on all the 25 classes and store the results  
 for (i in 1:25) {  
 Mean[i, 1] <- mean(eval(parse(text = paste("Class", i, sep = "")))$Popular)  
 Mean[i, 2] <- mean(eval(parse(text = paste("Class", i, sep = "")))$teacherExp)  
 }  
 # The regression analysis can subsequently be run using  
 lm(Mean[,1]~1+Mean[,2])

##   
## Call:  
## lm(formula = Mean[, 1] ~ 1 + Mean[, 2])  
##   
## Coefficients:  
## (Intercept) Mean[, 2]   
## 4.21554 0.05206

# Assignment 5:  
# Run a multilevel regression analysis on the data of all classes simulataneously (use the "Total" dataframe for this) using the   
# lme command. Start with the intercept only model in which you use Popular as the dependent variable, and calculate the ICC.   
# If needed ask for instruction using ?lme  
  
 lmer(Popular ~ 1 + (1 | Class), Total)

## Linear mixed model fit by REML ['lmerMod']  
## Formula: Popular ~ 1 + (1 | Class)  
## Data: Total  
## REML criterion at convergence: 1581.243  
## Random effects:  
## Groups Name Std.Dev.  
## Class (Intercept) 0.6514   
## Residual 1.0647   
## Number of obs: 515, groups: Class, 25  
## Fixed Effects:  
## (Intercept)   
## 4.928

# The ICC is equal to .6514/(1.0647+.6514) = .380  
  
# Assignment 5b:  
# Now add the first level variables extraversion and gender to the model as fixed effects.  
  
 lmer(Popular ~ 1 + Gender + Extraversion + (1 | Class), Total)

## Linear mixed model fit by REML ['lmerMod']  
## Formula: Popular ~ 1 + Gender + Extraversion + (1 | Class)  
## Data: Total  
## REML criterion at convergence: 1235.949  
## Random effects:  
## Groups Name Std.Dev.  
## Class (Intercept) 0.7262   
## Residual 0.7409   
## Number of obs: 515, groups: Class, 25  
## Fixed Effects:  
## (Intercept) Gender Extraversion   
## 2.033 1.146 0.450

# Assignment 5c:  
# Now add the second level variable teacher experience to the model.  
  
 lmer(Popular ~ 1 + Gender + Extraversion + teacherExp + (1 | Class), Total)

## Linear mixed model fit by REML ['lmerMod']  
## Formula: Popular ~ 1 + Gender + Extraversion + teacherExp + (1 | Class)  
## Data: Total  
## REML criterion at convergence: 1232.748  
## Random effects:  
## Groups Name Std.Dev.  
## Class (Intercept) 0.6111   
## Residual 0.7408   
## Number of obs: 515, groups: Class, 25  
## Fixed Effects:  
## (Intercept) Gender Extraversion teacherExp   
## 0.98756 1.14285 0.45538 0.07466

# Assignment 5d:  
# Now check if the relation between the first level predictors and popularity is the same across classes.  
# What type of effect do you need to add for test this hypotheses?  
# Compare the intercept and regression coefficients of gender and extraversion from the multilevel analysis to the   
# average estimates across the 25 separate analyses. Are they the same? Why/Why not?  
# What about the multilevel regression coefficient for teacherExp? Is it the same as in the regression analysis you ran on   
# the mean popularity and mean teacherExp scores? Why/Why not?  
  
 lmer(Popular ~ 1 + Gender + Extraversion + teacherExp + (1 + Gender + Extraversion | Class), Total)

## Linear mixed model fit by REML ['lmerMod']  
## Formula: Popular ~ 1 + Gender + Extraversion + teacherExp + (1 + Gender +   
## Extraversion | Class)  
## Data: Total  
## REML criterion at convergence: 1225.292  
## Random effects:  
## Groups Name Std.Dev. Corr   
## Class (Intercept) 1.1531   
## Gender 0.2420 -0.54   
## Extraversion 0.1288 -0.83 0.28  
## Residual 0.7191   
## Number of obs: 515, groups: Class, 25  
## Fixed Effects:  
## (Intercept) Gender Extraversion teacherExp   
## 1.22683 1.17164 0.45629 0.05356

# You need to add random slopes  
  
 # You can calculate the mean intercept and regression coefficients by hand,but if you stored them in a matrix you can  
 # use the following code  
 apply(Coefficients, 2, mean, na.rm = TRUE)

## Intercept Extraversion Gender   
## 1.9120545 0.4491835 1.2021451

# You see that the mean estimates across the separate analyses are not identical to the multilevel estimates.  
 # This is because multilevel analysis assumes that the inter-class differences in the intercept and coefficients are  
 # normally distributed whereas the estimates from the separate analyses don't impose a distribution on the individual  
 # estimates. As a result the multilevel estimates are "pulled" towards the mean parameter value across classes.  
  
 # No, the estimate for the effect of teacher Exp is not exactly the same. This is because the classes are not all the same size. Some have more pupils  
 # than others. The multilevel estimates are weighted for these class-size differences while the regresison analysis on the  
 # mean scores was not.  
  
# Assignment 5e:  
# Finally check if you can explain the variance in your random slope(s) with the second level predictor teacherExp  
  
 lmer(Popular ~ 1 + Gender + Extraversion + teacherExp + Gender \* teacherExp + Extraversion \* teacherExp +  
 (1 + Gender + Extraversion | Class), Total)

## Linear mixed model fit by REML ['lmerMod']  
## Formula:   
## Popular ~ 1 + Gender + Extraversion + teacherExp + Gender \* teacherExp +   
## Extraversion \* teacherExp + (1 + Gender + Extraversion | Class)  
## Data: Total  
## REML criterion at convergence: 1224.809  
## Random effects:  
## Groups Name Std.Dev. Corr   
## Class (Intercept) 0.87316   
## Gender 0.25719 -0.51   
## Extraversion 0.04215 -0.83 -0.06  
## Residual 0.71745   
## Number of obs: 515, groups: Class, 25  
## Fixed Effects:  
## (Intercept) Gender Extraversion   
## -1.04216 1.46446 0.79302   
## teacherExp Gender:teacherExp Extraversion:teacherExp   
## 0.21780 -0.02142 -0.02459

NA