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# Description of the problem

Despite significant advancements in the prevention and diagnosis of cardiovascular disease in recent years, heart disease remains the leading cause of adult mortality worldwide. This is partly attributed to the vital role played by blood circulation in facilitating oxygen-carbon dioxide exchange among most organs within the body. Consequently, any abnormality in the heart's pumping capacity can lead to irreversible damage across multiple organs within a short timeframe (3-8 minutes).

However, current human assessment of cardiac function primarily focuses on limited monitoring of cardiac beat cycles and specialized blood tests. The measurement of left ventricular ejection fraction (the ratio between changes in left ventricular end-systolic volume and left ventricular end-diastolic volume) stands as one of the most crucial indicators for evaluating cardiac function.但是传统的通过超声仪器对心脏左心室射血分数测量却不是金标准，也很难成为金标准。因为心超测量EF始终是半定量，测量的数值貌似是客观的，但进行测量的操作者却是主观的。临床过程中经常会发现，不同的操作者测量同一患者的EF，结果却大不相同，甚至是同一个操作者对同一患者进行EF测量，也会得到不同的结果。那么，临床诊疗过程中如何尽可能获取准确的EF以指导诊断和治疗方案呢？But the traditional measurement of the heart's left ventricular ejection fraction (LVEF) by ultrasound instrumentation is not the gold standard, and is hardly the gold standard. Because the measurement of EF by ultrasound is always semi-quantitative, the value of the measurement appears to be objective, but the operator who performs the measurement is subjective. In the clinical process, it is often found that different operators measure the EF of the same patient, but the results are very different, and even the same operator for the same patient EF measurement, but also get different results. So, how can we obtain as accurate an EF as possible to guide the diagnosis and treatment plan during clinical diagnosis and treatment?

# Brief survey

Discrepancies observed during ejection fraction assessments are partially due to common heart rate irregularities and computational challenges associated with manually tracking ventricular size for each beat. Additionally, physiological differences age, chest size, working and living environments, as well as behavioral habits contribute to variations in the basic contour of the heart even when examining individuals with normal physiological functions. Furthermore, different angles used during testing by non-cardiologists utilizing point-of-care ultrasound can significantly impact results.

Even after extensive training, physicians may still exhibit substantial divergent biases or omissions when assessing emergencies or rare diseases. Such discrepancies pose potential dangers alike. Therefore, there is an urgent need for rapid, efficient, cost-effective, accurate, reproducible, and quantifiable methods for assessing cardiac function.

# Proposed work

The acquisition of echocardiographic images is rapid, cost-effective, and free from ionizing radiation, making it the most widely utilized modality in cardiovascular imaging. To address this challenge, we propose "Fusion Modeling & Knowledge Distillation Optimization," which leverages a video-based deep learning algorithm called EchoNet-Dynamic. This approach combines feature extraction using multiple models (employing a window-based attention mechanism with multiple convolutional networks, a mixed model that enjoys the benefit of both self-Attention(maybe also Cross-Attention) and Convolution (ACmix), while having minimum computational overhead compared to the pure convolution or selfattention counterpart) and surpasses human experts in critical tasks such as left ventricle segmentation and ejection fraction estimation while significantly reducing computational requirements. Although Knowledge Distillation Optimization can optimize the neural network structure to speed up inference, it comes at the cost of decreased accuracy. Therefore, we hope to compensate for this loss by Attention modeling It is user-friendly, requires minimal or no parameter tuning, and can be executed efficiently on personal computers. Future prospects include extending its application to detect and monitor other organs, tissues, and body behaviors through video analysis to enhance auxiliary clinical diagnosis, treatment planning, and risk assessment. A longer term plan is to realize 3D reconstruction of the entire cardiac activity by means of ultrasound video from multiple angles to achieve a 360-degree view and avoid cross-sectional errors due to the acquisition angle of the ultrasound probe.

# Preliminary plan

|  |  |  |  |
| --- | --- | --- | --- |
| Milestone | Work content | Plan Date | Finish Date |
| 1. Setup Dev ENV | Hardware including GPU、PyTorch config ready | 2023/10/01 | 2023/09/25 |
| 1. Get Data | Register and download the dataset via the Stanford Artificial Intelligence in Medicine and Imaging (AIMI) Center Shared Datasets Portal | 2023/10/01 | 2023/09/25 |
| 1. Get Init code | Download EchoNet-Dynamic code from GitHub | 2023/10/01 | 2023/09/29 |
| 1. Run and record base test | Use the step 2 and 3 to get the code run and get expected results | 2023/10/15 |  |
| 1. Fusion Modeling | Use different method to build models to get better features | 2023/10/17 |  |
| 1. Run and record Modeling | Test to find out a good network architecture also the hyper-parameters | 2023/10/21 |  |
| 1. Intermediate Project Report | Introduction the problem、data、what have done so far、what remains to be done | 2023/10/27 |  |
| 1. Model Optimization | Use Knowledge Distillation to cutdown the network | 2023/11/10 |  |
| 1. Run and record Optimization | Test to find out a good network arch also the hyper-parameters | 2023/11/20 |  |
| 1. Analysis and summary for final project report | Summary of the problem, previous work, methods,  and results; the problem try to address methodology; observations from the experiments; Conclusions and future work | 2023/11/28 |  |
| 1. Final Project Presentation | 5-8 minutes; Describe the motivation and problem description; Briefly present the intuition behind the technical details (methodology); Algorithm and results (you can use a demo) | 2023/11/28 |  |

# Description of the dataset

A standard full resting echocardiogram study consists of a series of 50–100 videos and still images visualizing the heart from different angles, locations and image acquisition techniques (two-dimensional images, tissue Doppler images, colour Doppler images and others). Each echocardiogram video corresponds to a unique patient and a unique visit. In this dataset, one apical four-chamber two-dimensional greyscale video is extracted from each study.Each video represents a unique individual as the dataset contains 10,030 echocardiography videos from 10,030 unique individuals who underwent echocardiography between 2016 and 2018 as part of clinical care at Stanford Health Care. Videos were randomly split into 7,465, 1,277 and 1,288 patients, respectively, for the training,validation and test sets.

The randomly selected patients in our data have a range of ejection fractions representative of the patient population who visit the echocardiography laboratory (Extended Data Table 1). Videos were acquired by skilled sonographers using iE33, Sonos, Acuson SC2000, Epiq 5G or Epiq 7C ultrasound machines and processed images were stored in a Philips Xcelera picture archiving and communication system. Video views were identified through implicit knowledge of view classification in the clinical database by identifying images and videos labelled with measurements done in the corresponding view. For example, apical four-chamber videos were identified by selecting videos from the set of videos in which a sonographer or cardiologist traced left ventricle volumes and labelled these for analysis to calculate ejection fraction.The apical four-chamber view video was thus identified by extracting the Digital Imaging and Communications in Medicine (DICOM) file linked to the measurements of the ventricular volume used to calculate the ejection fraction.

An automated preprocessing workflow was used to remove identifying information and eliminate unintended human labels. Each subsequent video was cropped and masked to remove text, electrocardiogram and respirometer information, and other information outside of the scanning sector. The resulting square images were either 600 × 600 or 768 × 768 pixels depending on the ultrasound machine and down sampled by cubic interpolation using OpenCV into standardized 112 × 112 pixel videos. Videos were spot-checked for quality control, to confirm view classification and to exclude videos with colour Doppler.

This research was approved by the Stanford University Institutional Review Board and data privacy review through a standardized workflow by the Center for Artificial Intelligence in Medicine and Imaging (AIMI) and the University Privacy Office. In addition to masking of text, electrocardiogram information and extra data outside of the scanning sector in the video files as described above, the video data of each DICOM file was saved as an AVI file to prevent any leakage of identifying information through public or private DICOM tags. Each video was subsequently manually reviewed by an employee of the Stanford Hospital familiar with imaging data to confirm the absence of any identifying information before public release.

# Workflow

EchoNet-Dynamic has three key components. First, we constructed a CNN model with atrous convolutions for frame-level semantic segmentation of the left ventricle. The technique of atrous convolutions enables the model to capture larger patterns and has previously

been shown to perform well on non-medical imaging datasets29.The standard human clinical workflow for estimating the ejection fraction requires manual segmentation of the left ventricle during end systole and end diastole. We generalize these labels in a weak supervision approach with atrous convolutions to generate frame-level semantic segmentation throughout the cardiac cycle in a 1:1 pairing with frames from the original video. The automatic segmentation is used to identify ventricular contractions and provides a clinician-interpretable intermediary that mimics the clinical workflow.

Second, we trained a CNN model with residual connections and spatiotemporal convolutions across frames to predict the ejection fraction.In contrast to previous CNN architectures for machine learning of medical images, our approach integrates spatial as well as temporal information in our network convolutions. Spatiotemporal convolutions,which incorporate spatial information in two dimensions as well as temporal information in the third dimension, have previously been used in non-medical video-classification tasks. However, this approach has not previously been used for medical data given the relative scarcity of labelled medical videos. We additionally performed a model architecture search to identify the optimal base architecture.

Finally, we make video-level predictions of the ejection fraction for beat-to-beat estimations of cardiac function. Given that variation in cardiac function can be caused by changes in loading conditions as well as heart rate in a variety of cardiac conditions, it is recommended to perform estimations of the ejection fraction for up to five cardiac cycles; however, this is not always done in clinical practice given the tedious and laborious nature of the calculation. Our model identifies each cardiac cycle, generates a clip of 32 frames and averages clip-level estimates of the ejection fraction for each beat as test-time augmentation. EchoNet-Dynamic was developed using 10,030 apical four-chamber echocardiogram videos obtained during the course of routine clinical practice at Stanford Medicine.

# Development and training

Model design and training was done in Python using the PyTorch deep learning library. Semantic segmentation was performed using the Deeplabv3 architecture30. The segmentation model had a base architecture of a 101-layer residual net and minimized pixel-level binary crossentropy loss. The model was initialized with random weights and was trained using a stochastic gradient descent optimizer (Extended Data Fig. 3). Our model with spatiotemporal convolutions was initialized with pretrained weights from the Kinetics-400 dataset31. We tested three model architectures with variable integration of temporal convolutions (R3D, MC3 and R2+1D) and ultimately chose decomposed R2+1D spatiotemporal convolutions as the architecture with the best performance to use for EchoNet-Dynamic29,30 (Extended Data Fig. 1 and Extended Data Table 2). In the R3D architecture, all convolutional layers considered the spatial and temporal dimensions jointly and these consisted of five convolutional blocks. The MC3 and R2+1D architectures were introduced as a middle ground between two-dimensional convolutions that considered only spatial relationships and the full three-dimensional convolutions used by R3D29. The MC3 architecture replaced the convolutions in the final three blocks with two-dimensional convolutions, and the R2+1 architecture explicitly factored all of the three-dimensional convolutions into a two-dimensional spatial convolution followed by a one-dimensional temporal convolution.

For predicting ejection fraction, the models were trained to minimize the squared loss between the prediction and true ejection fraction using a stochastic gradient descent optimizer with an initial learning rate of 0.0001, momentum of 0.9 and batch size of 16 for 45 epochs. The learning rate was decayed by a factor of 0.1 every 15 epochs. For model input, video clips of 32 frames were generated by sampling every other frame (sampling period of 2) with both clip length and sampling period determined by hyperparameter search (Extended Data Fig. 1). During training, to augment the size of the dataset and increase the variation of exposed training clips, each training video clip was padded with 12 pixels on each side, and a random crop of the original frame size was taken to simulate slight translations and changes in camera location. For all models, the weights from the epoch with the lowest validation loss was selected for final testing. Model computational cost was evaluated using one NVIDIA GeForce GTX 1080 Ti GPU (Extended Data Fig. 4).

# Evaluation of model performance

For the test dataset from Stanford Medicine that was not previously seen during model training, the prediction of the ejection fraction by EchoNet-Dynamic had a mean absolute error of 4.1%, root mean squared error of 5.3% and R2 of 0.81 compared with the annotations by human experts. This is well within the range of typical measurement variation between different clinicians, which is usually described as inter-observer variation and can be as high as 13.9% (Fig. 2a). Using a common threshold of an ejection fraction of less than 50% to classify cardiomyopathy, the prediction by EchoNet-Dynamic had an area under the curve of 0.97 (Fig. 2b).We compared the performance of EchoNet-Dynamic to that of several additional deep learning architectures that we trained on this dataset,and EchoNet-Dynamic was consistently more accurate, suggesting the power of its specific architecture (Extended Data Table 2). In addition,we performed re-evaluation of the videos by blinded clinicians in cases in which the prediction of the ejection fraction by EchoNet-Dynamic diverged the most from the original human annotation. Many of these videos had inaccurate initial human labels (in 43% of the videos, the blinded clinicians preferred the prediction of the model), poor image quality, or arrhythmias and variations in the heart rate (Extended Data Table 3).

# Statistical analysis

No statistical methods were used to predetermine sample size. Confidence intervals were computed using 10,000 bootstrapped samples and obtaining 95 percentile ranges for each prediction. The performance of the semantic segmentation task was evaluated using the Dice similarity coefficient compared with the human labels from the held-out test dataset. The performance of the ejection fraction task was evaluated by calculating the mean absolute difference between the prediction of EchoNet-Dynamic and the human calculation of ejection fraction as well as calculating the R2 between the prediction by EchoNet-Dynamic and the human calculation. Prospective comparison with human readers was performed with the uniformly most powerful invariant equivalence test for two-sample problems.
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# Others

In this paper, we present the basic methodology of this computational framework, show the results of an extensive validation study, and demonstrate its utility as a functional metric.在本文中，我们介绍了这一计算框架的基本方法，展示了大量验证研究的结果，并证明了作为功能指标的实用性。

Thus, we present “MicroBundleCompute,” a computational framework for automatic quantification of morphology-based mechanical metrics from movies of cardiac microbundles. Briefly, this computational framework offers tools for automatic tissue segmentation, tracking, and analysis of brightfield and phase contrast movies of beating cardiac microbundles. It is straightforward to implement,requires little to no parameter tuning, and runs quickly on a personal computer. In this paper, we describe the methods underlying this computational framework, show the results of our extensive validation studies, and demonstrate the utility of exploring heterogeneous tissue deformations and strains as functional metrics.

With this manuscript, we disseminate “MicroBundleCompute” as an open-source computational tool with the aim of making automated quantitative analysis of beating

cardiac microbundles more accessible to the community.

However, there are limited accurate, reliable, and reproducible computational metrics for making quantitative comparisons of functional behavior.

streamlined, This underscores

the need for streamlined, accurate, and high-performance computational

tools.

However, when it comes to making quantitative comparisons of functional behavior, there are limited options for reliably and reproducibly computing functional metrics that are suitable for direct cross-system comparison. In addition,

the current standard functional metrics obtained from time-lapse images of cardiac microbundle contraction reported in the field (i.e., post forces, average tissue stress) do not take full advantage of the available information present in these data (i.e., full-field tissue displacements and strains).
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