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### Cobalt: A Content-Based Similarity Approach for Link Discovery over Geospatial Knowledge Graphs

Purpose: Data integration and applications across knowledge graphs (KGs) rely heavily on the discovery of links between resources within these KGs. Geospatial link discovery algorithms have to deal with millions of point sets containing billions of points.

Methodology: To speed up the discovery of geospatial links, we propose Cobalt. Cobalt combines the content measures with R-Tree indexing. The content measures work based on the area, diagonal and distance of polygons which speeds up the process but is not perfectly accurate. We thus propose a polygon splitting approach for improving the accuracy of Cobalt.

Findings: Our experiments on real-world datasets show that Cobalt is able to speed up the topological relation discovery over geospatial KGs by up to 1.47\*10^4 times over other linking algorithms while maintaining an F-Measure between 70% and 90% depending on the relation. Furthermore, we were able to achieve an F-Measure of up to 99% by splitting the polygons before applying the content measures.

Value: The process of discovering links between geospatial resources can be significantly faster by sacrificing the optimality of the results. This is especially important for real-time data-driven applications such as emergency response, location-based services and real-time traffic management. In the future additional measures, like the location of polygons or the name of the entity a polygon represents, could be integrated to further improve the accuracy of the results.

| TBA |  |
| --- | --- |

### Open-world generative conversational assistants on knowledge graphs in tourism and museum projects [SP]

GNOSS is developing generative conversational virtual assistants that provide the best experience for each user and meet their needs and motivations before, during and after a visit. They offer an Augmented Visit, giving it a context through conversational capabilities based on Semantic AI, Deep Learning and the exploitation of a knowledge graph. This is possible because the technology can develop the necessary Contextual Ambient Intelligence services to provide the user with a suitable interpretation environment at any given moment, capable of whispering in our ear what we want to know at any given moment. A universal and personal Virtual Assistant, that reasons and learns.

| Susana López-SolaGNOSS[Affiliation page](https://www.gnoss.com/en) |  |
| --- | --- |

### 

### Classification of Linking Problem Types for linking semantic data

As the number of RDF datasets published on the semantic web continues to grow, it becomes increasingly important to efficiently link similar entities between these datasets. However, the performance of existing data linking tools, often developed for general purposes, seems to have reached a plateau, suggesting the need for more modular and efficient solutions. In this paper, we propose --and formalize in OWL-- a classification of the different Linking Problem Types (LPTs) to help the linked data community identify upstream the problems and develop more efficient solutions. Our classification is based on the description of heterogeneity reported in the literature --especially five articles-- and identifies five main types of linking problems: predicate value problems, predicate problems, class problems, subgraph problems, and graph problems. By classifying LPTs, we provide a framework for understanding and addressing the challenges associated with semantic data linking. It can be used to develop new solutions based on existing modularized tools addressing specific LPTs, thus improving the overall efficiency of data linking.

| Raphaël Conde SalazaINRAE |  |
| --- | --- |

### 

### BiPaSs: Further Investigation of Fast Pathfinding in Wikidata

Purpose:

A previous paper proposed a bidirectional A\* search algorithm for quickly finding meaningful paths in Wikidata that leverages semantic distances between entities as part of the search heuristics. However, the work lacks an optimization of the algorithm’s hyperparameters and an evaluation on a large dataset among others. The purpose of the present paper is to address these open points.

Methodology:

Approaches aimed at enhancing the accuracy of the semantic distances are discussed. Furthermore, different options for constructing a dataset of dual-entity queries for pathfinding in Wikidata are explored. 20% of the compiled dataset are utilized to fine-tune the algorithm’s hyperparameters using the Simple optimizer. The optimized configuration is subsequently evaluated against alternative configurations, including a baseline, using the remaining 80% of the dataset.

Findings:

The additional consideration of entity descriptions increases the accuracy of the semantic distances. A dual-entity query dataset with 1,196 entity pairs is derived from the TREC 2007 Million Query Track dataset. The optimization yields the values 0.699/0.109/0.823 for the hyperparameters. This configuration achieves a higher coverage of the test set (79.2%) with few entity visits (24.7 on average) and moderate path lengths (4.4 on average). For reproducibility, the implementation called BiPaSs, the query dataset, and the benchmark results are provided.

Value:

Web search engines reliably generate knowledge panels with summarizing information only in response to queries mentioning a single entity. This paper shows that quickly finding paths between unseen entities in Wikidata is feasible. Based on these paths, knowledge panels for dual-entity queries can be generated that provide an explanation of the mentioned entities’ relationship, potentially satisfying the users’ information need.

| Leon MartinDoctoral Student at the Media Informatics Group at the University of Bamberg |
| --- |

### 

### Rules-based AI: How reasoning can transform your semantic project [SP]

Rules-based AI—semantic reasoning—is increasingly transforming semantic projects across multiple industries, enabling use cases that were previously considered impossible. Semantic reasoning infers new facts and concepts that are not explicitly stated in the available data, using Datalog rules which automatically update the knowledge graph. Features such as negation allow inferences to be made based on the absence of known facts; providing a far more powerful and expressive semantic search and recommendation capability. Deduced facts are incrementally applied to the knowledge graph affording significant performance advantages compared with needing to reload or recompile the entire database. Rules can be used to replace more complex SPRQL queries, simplifying development and maintenance, and ultimately the overall resource effort and cost of the project.

Join us as we demonstrate a semantic search use case to illustrate the value of semantic reasoning—and how it can transform your semantic project.

| Peter Crocker CEO & Co-founder Oxford Semantic Technologies Limited | Peter Crocker is the co-founder and CEO of Oxford Semantic Technologies (OST), developers of the industry-leading knowledge graph and reasoner—RDFox. In his tenure, Peter has grown OST into the established business it is today, implementing solutions across the globe. With a practical approach to clients’ needs, Peter has overseen the application of RDFox to tackle financial fraud and regulatory compliance, modernize data integration and clinical decision support, and transform configuration management and personalised recommendations.  Prior to OST, Peter served as Program Director of Product Management for the IBM Watson IoT Platform Product. He has led product development, architecture and consulted in enterprise integration. A graduate from the University of  Oxford, Peter attained a Master of Computer Science, Distinction, and a Master of Engineering Science, First class. |
| --- | --- |
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