# **Introduction**

**Paper Template for COMP90049 Report**

Anonymous

This is a report template, suitable for word. Don’t use fonts smaller than this one (Times 11). Don’t include a title page, table of contents, abstract, or other similar front matter.

Please don’t include your name and/or student ID in the title or header; your report should be anonymized for the reviewing process. Don’t forget that you must cite the Comment dataset [1].

# **Section**

Text[[1]](#footnote-1), with footnotes at bottom of page.

## **Subsection**

Text of the subsection with citations such as [2], [3]

and [4]. You can use any citation style, *as long as you*

*are consistent* throughout your report.

### **Subsubsection**

Text of the subsubsection. Text of the subsubsection.

Text of the subsubsection. Text of the subsubsection.

Text of the subsubsection. Text of the subsubsection.

Text of the subsubsection. Text of the subsubsection

(see Table 1).

|  |  |
| --- | --- |
| **Model** | **Accuracy** |
| AAA | x% |
| BBB | y% |
| CCC | z% |

Table 1. The caption of the table

## **Subsection**

Text…

## **Subsection**

Text

# **Section**

Text

# **Section**

Text

# **Conclusions**

Text
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