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| **研究内容简介**  1、研究背景和意义：  (一)选题背景  人工智能概念提出已经60余年随着物联网大数据的发展，越来越多的人工智能应用逐步实现，自动驾驶技术是目前最引人注目的人工智能技术集成应用之一。  自动驾驶中，很重要的一个问题就是自动识别道路边的交通标志。这个部分需要很高的实时性才能够保证行车安全。由于自动驾驶对于交通标志检测实时性的高要求, 单纯的CPU硬件架构已经很难满足系统高实时性的要求。随着半导体技术的不断发展，近年来有一些新的硬件开始广泛的应用在图像处理和人工智能领域，为计算密集的系统加速，这其中就包括FPGA和GPU。  FPGA(Field－Programmable Gate Array) 即现场可编程门阵列。随着FPGA芯片设计集成度不断提高，越来越复杂的功能可以在FPGA上得以实现。由于FPGA的可并行性，许多在传统CPU上只能串行执行的任务和算法可以充分利用FPGA的并行性来重新设计和实现。大大的提高了算法的执行速度。而且FPGA 10W~30W的功耗相比传统的CPU和GPU 100W~200W的功耗而言有着更低的功耗，更适合于对于功耗要求较高的嵌入式系统中。  OpenCV是一个基于BSD许可（开源）发行的跨平台计算机视觉库，可以运行在Linux、Windows、Android和Mac OS操作系统上。它轻量级而且高效——由一系列 C 函数和少量 C++ 类构成，同时提供了Python、Ruby、MATLAB等语言的接口，实现了图像处理和计算机视觉方面的很多通用算法。  在此背景下，本研究将设计并实现一套基于CPU+FPGA的异构计算的硬件的嵌入式交通标志识别系统。该系统配合卷积神经网络及OpenCV的图像处理识别算法，将这些算法的运算密集部分使用FPGA进行加速。实时的从摄像头采集到的车前方的图像中提取出相应的交通标志牌上的信息，并将这些信息反馈给汽车的控制系统，使汽车自动做出相应的反应动作。同时该系统能够满足嵌入式场景下对于系统低功耗的要求。  2、国内外研究现状：  当前已经有的关于交通标识识别算法的研究。一般的路标检测是基于颜色阈值或者形状分割定位路标的具体位置。使用形状检测来分割交通标志时，摄像头拍摄到的交通标志会因为拍摄角度的问题导致图片中交通标志的形状发生改变导致识别率偏低且运算量大。由于交通标志的颜色较统一，故有很多论文使用RGB颜色空间作为识别标准，但由于RGB颜色空间受光照影响明显，会降低识别准确性。后来又有人提出了基于HSV颜色空间的交通标志识别方法，很好的克服了光照强度对交通标志识别的影响。  对于交通标志内容的识别方法常用的方法有模板匹配法。即计算待识别的图片和一个或几个特定模板图片的相似度完成分类。但是这种方法对于待识别图片的角度很敏感，现实环境中路标的角度是多变的，所以该方法并不合适。机器学习和深度学习的发展为这一问题带来了新的机会，很多文献中使用卷积神经网络或者SVM算法来完成图片内容的识别。卷积神经网络是近年发展起来的，并引起广泛重视的一种高效识别方法。20世纪60年代，Hubel和Wiesel在研究猫脑皮层中用于局部敏感和方向选择的神经元时发现其独特的网络结构可以有效地降低反馈神经网络的复杂性，继而提出了卷积神经网络（Convolutional Neural Networks-简称CNN）。现在，CNN已经成为众多科学领域的研究热点之一，特别是在模式分类领域，由于该网络避免了对图像的复杂前期预处理，可以直接输入原始图像，因而得到了更为广泛的应用。  进行交通标志牌的识别是计算密集型任务，如果是从高帧率的视频中去识别，具有很高的实时性要求，只在传统的单纯CPU硬件架构上运行速度很慢，难以达到实际使用的目的。有少部分学者使用FPGA来对交通标志牌识别系统的部分关键节点进行硬件加速，但只限于在前期的图像预处理上，后期也只是使用简单的模板匹配作为识别算法，未使用神经网络作为交通标志的识别算法，准确性和鲁棒性较差。如果将神经网络以及图像前期预处理都放入FPGA中，可以使得原来需要数个CPU周期完成的计算任务能够通过FPGA在很少的时钟周期内就可以完成。同时在FPGA上进行合理的硬件结构设计,提升FPGA的资源使用率和吞吐量。  （一）研究内容  研究内容是基于异构硬件加速的交通标志牌检测系统的设计与实现。实现一套能够将汽车行驶过程中前方的视野中的路标检测识别出来并通知汽车控制系统和司机的系统。致力于在整个的系统设计中，体现软硬协同的设计思路，即在FPGA部分实现图像预处理中关于色域转换，降噪，膨胀，腐蚀，神经网络中的卷积池化等适合于并行和流水化的操作以来提高整体系统关键点的速度和吞吐量。在CPU部分，通过软件来完成硬件数据流管理管理，通知用户，状态切换，结果输出等一些流程控制上的工作。将FPGA的高速性和软件在流程控制上的灵活性有机的结合起来。  该系统系统整体的硬件结构如下    图 1.1系统总体结构  **研究点1 卷积神经网络的FPGA加速**  研究目标**：在FPGA实现卷积神经网络并获得较好的加速效果**  具体研究内容**：**  CNN是著名的深度学习架构，从人工神经网络扩展而来，它已经大量用于不同应用，包括视频监控，移动机器人视觉，数据中心的图像搜索[引擎](https://www.baidu.com/s?wd=%E5%BC%95%E6%93%8E&tn=24004469_oem_dg&rsv_dl=gh_pc_csdn" \t "https://blog.csdn.net/xiuxin121/article/details/_blank)等。受生物视觉神经行为的启发，CNN用多层[神经元](https://www.baidu.com/s?wd=%E7%A5%9E%E7%BB%8F%E5%85%83&tn=24004469_oem_dg&rsv_dl=gh_pc_csdn" \t "https://blog.csdn.net/xiuxin121/article/details/_blank)相连处理数据，在图像识别中可获得很高准确率。  一个典型CNN由两部分组成：特征提取器 + 分类器。特征提取器用于过滤输入图像，产生表示图像不同特征的特征图。这些特征可能包括拐角，线，圆弧等，对位置和形变不敏感。特征提取器的输出是包含这些特征的低维向量。该向量送入分类器（通常基于传统的人工神经网络）分类器的目的是决定输入属于某个类别的可能性。一个典型CNN包括多个计算层，例如，特征提取器可能包括几个卷积层和可选的下采样层。卷积层收到N个特征图作为输入，每个输入特征图被一个K \* K的核卷积，产生一个输出特征图的一个像素。滑动窗的间隔为S，一般小于K。总共产生M个输出特征图用于下一卷积层。计算神经网络中的一个卷积层其实质是一个多层嵌套循环的乘法和加法运算。由于CNN的这种特殊计算模式，通用处理器实现CNN并不高效，所以很难满足性能需求。而FPGA由于其可并行计算的特性，基于FPGA的加速器由于其更好的性能，高能效，快速开发周期以及可重配置能力吸引了越来越多研究者的注意。  FPGA对卷积神经网络的加速主要来自于循环展开和设计流水线两方面。循环展开是对于卷积神经网络中存在的大量嵌套循环，在某些层级进行展开，使用FPGA的资源并行计算。比如一个5X5的二维卷积 可以在1~3个时钟周期内同时使用FPGA的25个乘法器进行运算。这样就实现了原来在CPU中需要25个乘法周期内完成的工作在一个时钟周期内完成。虽然FPGA的主频只有50MHz~200MHz 只有通用CPU的 1/10。但只要进行合理的并行结构设计，就可以将大量的计算并行化。  本系统设计中采用的计算该层卷积的计算部分采用并行向量乘法和加法树相结合的结构,可以在6个时钟周期内完成5\*5的二维卷积运算。同时该部件构成流水线，大量数据连续计算的情况的平均计算一个5\*5的二维卷积运算近似于一个时钟周期。后面工作内容中会对该部分详细描述。    图 1.2：卷积神经网络每层的并行展开和整体的流水线硬件设计  **研究点2 图像预处理在FPGA加速**  研究目标**：在FPGA上可以实现实时的图像预处理**  具体研究内容**：**  在本系统中，首先需要使用颜色阈值分割的方法从摄像头采集到的图片中选定大致的交通标志所在的位置，其中涉及到大量的色域变换，比较，过滤以及膨胀腐蚀运算操作。虽然对于一个像素的运算简单，但是对于视频流中的大量需要实时处理的图片，CPU无法达实时的处理要求。 而用FPGA做图像处理最关键的一点优势就是：FPGA能进行实时流水线运算，能达到最高的实时性。因此在一些对实时性要求非常高的应用领域，做图像处理基本就只能用FPGA。例如在一些分选设备中图像处理基本上用的都是FPGA，因为在其中相机从看到物料图像到给出执行指令之间的延时大概只有几毫秒，这就要求图像处理必须很快且延时固定，只有FPGA进行的实时流水线运算才能满足这一要求。  FPGA进行图像处理的优势在于进行的实时流水线运算和DSP，GPU等进行的图像处理运算不同。DSP，GPU，CPU对图像的处理基本是以帧为单位的，从相机采集的图像数据会先存在内存中，然后GPU会读取内存中的图像数据进行处理。假如采集图像的帧率是30帧，那么DSP，GPU要是能在1/30秒内完成一帧图像的处理，那基本上就能算是实时处理。  FPGA对图像进行实时流水线运算是以行为单位的。FPGA可以直接和图像传感器芯片连接获得图像数据流，如果是RAW格式的则还可以进行差值以获得RGB图像数据。FPGA能进行实时流水线处理的关键是它可以用其内部的Block Ram缓存若干行的图像数据。Block Ram类似于CPU里面的Cache，但Cache不可控制的，但Block Ram是完全可控的，可以用它实现各种灵活的运算处理。这样FPGA通过缓存若干行图像数据就可以对图像进行实时处理，少量数据数据就这样一边流过就一边处理，不需要送入DDR缓存了之后再读出来处理,大大减小了开销。  本系统预处理的过程中滤波、取边缘、膨胀腐蚀等算法一大类用3x3到NxN的算子进行的和卷积神经网络中最前面的卷积层运算是类似的，所以也可以借鉴卷积神经网络在FPGA上应用的例子。FPGA进行的这种算子法处理是并行流水线算法，其延时是固定,可以根据时钟周期来直接计算FPGA对图像进行预处理的速度。在密集运算中，消耗大量时间的操作往往不是运算本身，而是把数据在内存之间的搬移。GPU，CPU在进行运算时需要不停地在内存中读取和写入数据，这样内存带宽往往成了运算速度的瓶颈，数据读写过程中的功耗占的比重也不会小。FPGA则可以通过并行很多计算硬件的方法把要做的运算都展开，然后数据从中流过，完成一个阶段的运算之后就直接流入第二个阶段，不需要把一个计算阶段完成后的数据再送回内存中，再读出来交给下一个阶段的运算。如此可以节省很多时间。  **研究点3 软硬件协同设计**  研究目标**：**在zynq上实现软件硬件对数据的协同处理  具体研究内容**：**  在上一个研究点中预处理部分有算法在FPGA上难以实现，所以需要将这部分算法的执行放到CPU中使用软件计算，这其中涉及Zynq中PL（FPGA）部分和PS（CPU）的数据交互问题。为了加快数据交互处理的能力，可以借助Xilinx的AXI总线， 该总线频率高，相对较外部DDR Ram交互更快，不易使数据传输成为整个处理流水线中的瓶颈。  (二)关键技术  本系统需要解决的关键问题包括算法上的和系统实现上的问题。   1. 算法方面的关键技术：   （1）使用Lenet-5 卷积神经网络作为最终识别的。  （2）图像预处理中需要是用那些处理步骤来获得更好的图片分割效果，使用的算子的大小以及阈值应该如何确定。   1. 系统设计层面的关键技术： 2. 流水线设计以及计算资源的分配。基于FPGA现有的资源,结合确定好的神经网络结构设计关键的部件,使用多大的并行程度来保证系统能够在规定的时间内处理完数据并给出结果，以及合理的根据不同部分的运算密度来分配FPGA资源，提高FPGA整体的资源使用率，并保数据处理速度在整个卷积神经网络中的不同部分都相对均衡,防止出现流水线中某些层处理负担过重而其他层却空转这种资源分配不均衡的情况。 3. 设计好的卷积计算单元。在尽可能少的时钟周期内完成卷积的计算并且能够保证计算卷积的部件是具有流水线结构的，能够更充分的利用时间和硬件资源。   （4）如果受限于单个FPGA芯片的资源问题， 是否应该考虑使用多块FPGA级联来构成一个系统，不同层级系统之间的通信速率应该使用什么样的借口来保证。  （5）神经网络的参数中浮点数的处理。FPGA本身并不合适使用大量的浮点数运算，这会导致消耗掉大量的逻辑资源。所以需要考虑使用定点数运算。需要根据FPGA现有的资源的使用情况。具体的需要确定定点数的位数，以及不同的位数的精度损失对整个系统最终造成的影响。  (6)使CPU能够协调好大量数据量在系统中的流动。对于预处理算法中稍微复杂不方便使用FPGA完成的部分应该如何协调至CPU进行处理，如何减少从FPGA至CPU切换过程中的数据交换量，保证整个系统的流水线不发生拥堵。  (7)设计好系统的预处理程度。如果预处理过少，会导致目标图像识别区域范围过大，把很多本来不相关的物体过多的纳入范围。如果预处理过多，又有可能导致原本的物体的特征被消除的过多，导致目标区域丢失。其次在于如何选定目标区域的特征， 比如识别路标时，如果以路标的颜色作为首要的特征，那么应该使用何种颜色空间来进行判别，阈值应该如何设定，其他的形状等特征是否可以使用， 都需要在后续的研究中通过实验的结果来确定。  (3) 如何能尽量减少大量数据在CPU中通过的时间提升系统性能。根据目前的研究来看，1080\*1920的一帧图片大约3MB大小， 比如使用AXI总线64bit宽度在FPGA时钟50MHz的情况下传输只需要8ms所以目前考虑使用流水线结构使用AXI中线来将各个级别的处理模块串联起来对每一帧图片进行分析，一方面是的系统的吞吐率得以提升不会出现数据积压在输入端导致丢帧的状况，另一方面使用标准的AXI总线可以利用一些既有的IP核来实现部分功能，能够缩短设计验证周期。另一方面使用AXI接口对模块本身标准化也有利于增强这些模块的可重用性。  (4)应该如何选择摄像头的分辨率，分辨率过高会导致内部总线负担过重和数据丢失的现象，如果分辨率过低又会导致目标失去关键的特征而无法辨认，所以应该在两者之间找到一个平衡，这个问题可以通过先在PC上的算法验证来得到一个准确率较高的方案。  **论文计划及安排**   |  |  |  | | --- | --- | --- | | 时间 | 研究内容 | 实际完成内容 | | 2017.12-2018.01 | Verilog 及 FPGA | 熟悉了使用Verilog的FPGA的开发以及使用Vivado调试和仿真 | | 2018.02-2018.04 | 基于颜色阈值的交通标志分割 | 实现了从视频中提取和分割交通标志的处理程序 | | 2018.05-2018.07 | 深度学习以及交通标志识别 | 使用Keras搭建了Lenet-5卷积神经网络 | | 2018.08-2018.10 | 使用Verilog编写并仿真神经网络 以及图像预处理部分 | 完成了神经网络的设计仿真和综合  图像预处理部分的部分算法的FPGA仿真完成 | | 2018.11-2019.1 | 完成所有图像预处理部分并对系统进行综合测试并撰写 | 待完成 | | 2019.2-2019.3 | 论文初稿攥写 | 待完成 | | 2019.04-2019.06 | 论文终稿攥写 | 待完成 |   **论文进度**   |  |  |  | | --- | --- | --- | | 时间 | 研究内容 | 预期效果 | | 2017.12-2018.01 | Verilog 及 FPGA | 可以完成基本的 | | 2018.02-2018.04 | 基于颜色阈值的交通标志分割 | 可以从视频中截取交通标志所在的区域出来供后续神经网络处理 | | 2018.05-2018.07 | 深度学习以及交通标志识别 | 训练一个可以分类交通标志的卷积神经网络 | | 2018.08-2018.10 | 使用Verilog编写并仿真神经网络 以及图像预处理部分 | 完成毕业论文70%以上的内容并完 | | 2018.11-2019.1 | 对系统进行综合测试 | 完成所有研究工作 | | 2019.2-2019.3 | 撰写论文 | 完成所有材料及代码的集成 | | | | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **论文进展情况**  根据前期开题报告中的计划，论文进展顺利。并取得了一定的成果  一、在理论研究方面：  1.使用了使用Keras深度学习框架搭建lenet-5的卷积神经网络,为了硬件上的实现方便，将激活函数全部替换为relu。 在GTSRB交通标志数据集上实现了97%的分类准确度。  2.对于基于颜色阈值的交通标志分割中，通过统计不同标志在HSV颜色空间上的分部情况实现了95%的召回率。  3.在使用定点数精度方面, 通过软件模拟实验获得如下结果  二、在系统实现方面：  1.使用Verilog完成了lenet-5在FPGA上的实现，完成了仿真,综合，写入FPGA。处理一帧图片用时（包括读写缓存）7332个时钟周期 其中各层读写缓存总时间 3040个时钟周期，其中各层计算延迟(不包括写缓存)如下   |  |  | | --- | --- | | 层次 | 处理所需时钟周期数 | | 卷积层1 | 968 | | 池化层1 | 1350 | | 卷积层2 | 733 | | 池化层2 | 400 | | 全连接层1 | 487 | | 全连接层2 | 175 | | 全连接层3 | 179 |   表 2.1 卷积神经网络各层处理耗时   1. 完成了图像预处理部分在FPGA上的一些预处理模块 并且完成了仿真,综合。 |
| **工作成果**  现阶段的主要工作成果包含两个，如下  (1)软件算法的实现与仿真，包括使用keras在PC上实现了用于交通标志识别的lenet-5 、基于颜色的交通标志的分割算法、以及定点数不同位数对模型结果精度的仿真程序。  (2)lenet-5网络在FPGA上的实现与仿真。  下面依次叙述以上完成的两个研究大点。  **一、软件算法的实现与仿真**  **1.基于颜色的交通标志分割。**  系统的第一步即要定位交通标志处于图像中的什么位置，所以应当先将交通标志从一张图中提取裁剪出来在送入到后面的神经网络中进行识别。提取的方法一方面要准确另一方面要尽可能的简单便于之后的硬件实现。所以最终考虑使用基于颜色阈值的方法来进行提取。颜色是交通标志特有的特征，而且相对标准，同一类别的交通标志颜色分部的方差相对较小。考虑到RGB颜色在色彩空间上并非连续，不太适合只通过一个颜色区间来过滤出有效的内容，故考虑通过色域转换将颜色变换到HSV(色调，饱和度，明度)颜色空间进行过滤。使用该算法的流程如下。    图2.2 基于颜色阈值的过滤算法  该算法目的是粗选交通标志所在的位置，所以召回率对准确率更为重要，最终通过设置较宽的过滤门限，可以使召回率达到95%。  最终根据数据统计规律选定的颜色阈值如下：   |  |  |  |  | | --- | --- | --- | --- | |  | H(0~180) | S(0~255) | V(0~255) | | Blue | [97.5,117.5] | [64, 255] | [38, 255] | | Red | [0,10]U[170,180] | [26, 255] | [38, 255] | | Yellow | [12, 32] | [69, 255] | [38, 255] |   表2.2：颜色阈值表  下面以从图像中分割出红色的交通标志为例：  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA44.tmp.pngC:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA45.tmp.png  图2.3.1 原始图像 图2.3.2 使用红色阈值过滤后的图像  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA46.tmp.png00000026s.jpg  图2.3.3 腐蚀膨胀后的图像 图2.3.4 在原图圈出轮廓  **2 搭建交通标志识别的卷积神经网络**  使用keras搭建lenet-5。 将上一步分割出来的交通标志上的具体内容识别出来需要使用lenet-5。考虑到FPGA资源有限，对于sigmoid 这类函数并不好实现 所以考虑使用relu作为整个网络的所有激活函数, 该函数在FPGA内部使用比较器即可实现。模型的结构如下  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA57.tmp.pngC:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA58.tmp.png  图2.4 修改后的lenet-5结构    **3 模拟定点数运算对整个模型的误差**。  由于fpga不方便使用大量的浮点数运算，而且模型中的参数值也比较小,所以考虑使用定点数来替代原有的PC端模型的浮点数,使用keras训练好的额模型中的参数 使用numpy重写lenet-5，然后自定义定点数计算类使其模拟定点数计算的过程，可以对这个类设定不同的位宽和精度。使用该类替换numpy重写的lenet-5中的numpy数组中的浮点数。最后根据模型的输出来判断不同定点数精度对模型准确率的影响。最终根据资源使用和对模型准确度的影响，折中后选定 8位整数8位小数的定点数 最小精度 1/256。不同位宽的定点数对模型准确度的影响如下。     |  |  |  | | --- | --- | --- | | 不同位宽定点数 | 模型结果准确度 | 乘法消耗DSP硬核数量 | | keras模型基准(float32) | 97.5% | NA | | 16位整数16位小数 | 97.0% | 4 | | 8位整数16位小数 | 96.4% | 2 | | 8位整数8位小数 | 96.0% | 1 |   表2.3： 不同精度浮点数对模型的影响  **二、硬件系统的设计与实现**  **1. lenet-5网络在FPGA上的设计与实现**  本部分是本系统的重点  Lenet-5中的每层的内部硬件结构类似，都是由数据缓冲区，地址生成部件，卷积（全连接层是内积）运算部件构成。    图2.5： 卷积神经网络每层的大致结构  （1）卷积运算部件  对于卷积网络中大量的乘法和加法运算，使用Xilinx的乘法IP核以及加法IP核。其中乘法IP核使用了FPGA的DSP资源。考虑到整个网络中的卷积核大小都是5\*5 所以构建了如下的求卷积部件：乘法部分使用了一个25口的并行乘法元件 可以在一个时钟周期内计算出两个长度为25的向量对应位置的积的结果。后面的26口加法树 专门用来计算乘法之后 25个乘积的和 为了减少计算周期 整个加法器被组织为二叉树的结构。这样做完卷积之后的26个数（包括了偏置参数bias）在5个时钟周期后给出他们的和的结果。加法树和向量乘法器组合在一起构成了一个流水线。每个周期都可以向里面输入不同的值让其计算卷积。该部件仍然可以在后续的全连接层中计算 两个向量的内积时使用。  计算卷积部件的硬件结构如下：  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA5A.tmp.jpg  图2.6：卷积计算部件结构  如上图该部件每一层的运算都是并行的，数据从该部件的底部进入，每个时钟周期向上流动一层。对于5\*5的二维卷积运算 乘法器消耗一个时钟周期，加法器树消耗5个时钟周期，总共计算一个卷积只需要6个时钟周期。而且该具有流水线结构，每一个时钟周期就可以向部件里面输入一组卷积数组，所以该部件的数据吞吐量和时钟频率一致。  图2.6.1：卷积计算流水线过程  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA5B.tmp.jpg  图2.7：卷积部件RTL图  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA5C.tmp.jpg  图2.8：并行乘法部件  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA6D.tmp.jpg  图 2.9：加法树部件RTL图  (2)数据缓冲部件  由于数据传输实际占用了整个卷积神经网络计算将近一半的时间，所以需要高效的的缓冲区作为层与层之间的数据交互。该部件需要保证可以被多个端口同时随机读取。而且在读取的同时允许上一层将数据写入该缓冲区 作为下一次读取的数据,且当前读取数据的操作不受影响。基于这样的需求，本系统设计了一个拥有两个缓冲区的缓冲部件，两个缓冲区会被交替的读写。记两个缓冲区分别为A B读写流程如下  周期1 前一层写入A 当前层读取B  周期2 前一层写入B 当前层读取A  后面依次交替，如此设计的流水线可以将数据在层和层之间传递的时间减少一半(3000个时钟周期)。该缓冲部件内部有状态机来控制内部的读写顺序，内部的两个缓冲区对外部的操作者是透明的。  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA6E.tmp.jpg  图2.10数据缓冲和部件RTL图  （3）地址生成器  对于每一层，都需要获取地址后从数据缓冲区里去处卷积或者池化所需的数据。  所以需要地址生成逻辑。不同层的地址生成逻辑不同。对于卷积层和池化层而言，在二维地址空间中需要先生成二维地址区域的顶点，之后以这个顶点在生成其他的点的地址。最后还要将二维的地址通过映射逻辑映射为一维地址才能从数据缓冲区中读取。        C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA6F.tmp.jpg  图2.11：地址生成器整体逻辑    C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA70.tmp.jpg  图2.12 二维地址映射为一维地址逻辑（使用了ROM做为乘法器）   1. 卷积层硬件设计   以第一层卷积层为例：第一层卷积层的输入时一副35x35的图像，有6个5x5的卷积核  所以根据这个特征 给第一层设计了6个硬件卷积核，即在同一时刻，6个卷积核在同时运算。这6个卷积核运算卷积的这个周期，地址生成器会生成下一次卷积所需要的25个点的地址，在下一个周期输出缓冲区会根据这25个地址输出对应二维图像的数据供卷积核使用。同样第二层卷积层有16个卷积核，所以设置了16个硬件卷积核，同一时刻有16个卷积核在同时运算。这样的设计将卷积运算中在卷积核一层的循环以及在每个卷积中的循环全部展开，大大提高了运算速度。同理，池化层也具有类似的结构。  截图 (11).png图 2.13 卷积层1 RTL结构图   1. 全连接层硬件设计   本质是矩阵相乘，以全连接层1为例 输入是一个长度400的向量,输出为长度120的向量,那么网络拥有的参数矩阵尺寸就是 120x400。计算过程中会遇到两个长度为400的向量的内积的情况。由于FPGA资源的限制，该层分配到了4个卷积计算单元 每个长度25.所以一个时钟周期只能计算两个长度为4x25的向量的内积。所以计算产生一行矩阵相乘的结果需要在四个时钟周期向卷积计算单元输入数据。前面3个周期计算出来的部分结果需要等待最后一个周期的计算结果，所以考虑使用移位寄存器来存储前三个周期的结果，在第四个周期将4个部分的结果求和然后经过加偏置和relu函数输入到下一层的缓冲区中。截图 (10).png  图 2.14 全连接层1 RTL结构图   1. 整体系统设计中的负载均衡   卷积神经网络中不同层的计算次数相差很多，但是FPGA的资源是有限的 总共可以部署29个卷积计算部件。根据各层的计算需求 按照下表进行分配   |  |  |  |  | | --- | --- | --- | --- | | 层名称 | 乘法次数 | 分配卷积计算单元数 | 分配资源后的计算时间（时钟周期） | | 卷积层1 | 144150 | 6 | 968 | | 卷积层2 | 290400 | 16 | 733 | | 全连接层1 | 48000 | 4 | 487 | | 全连接层2 | 10080 | 2 | 175 | | 全连接层3 | 3612 | 1 | 179 |   表2.4：卷积计算部件资源分配情况    保证各部分的计算时间相差不多，不会造成流水线过于堵塞形成系统的瓶颈。  (7)系统仿真与综合  最终系统完成整合，使用全局状态机在顶层模块进行协调控制，仿真与综合下载到FPGA开发板上。选取部分仿真结果如下：  C:\Users\ADMINI~1\AppData\Local\Temp\ksohtml\wpsAA71.tmp.jpg  图2.13：卷积层1的仿真结果    (6)系统性能分析与测试  系统性能分析：   |  |  | | --- | --- | | 层次 | 处理所需时钟周期数 | | 卷积层1 | 968 | | 池化层1 | 1350 | | 卷积层2 | 733 | | 池化层2 | 400 | | 全连接层1 | 487 | | 全连接层2 | 175 | | 全连接层3 | 179 |   表2.5：各层处理图片所需时间  从上面的表中可以看出 一张图片通过所需时间最长的地方在池化层1 用时 1350个时钟周期。所整个流水线而言，每隔1350 个时钟周期就可以处理一张图片。FPGA的时钟频率为100MHz。可以计算出吞吐量：  https://latex.codecogs.com/png.latex?%5Cfrac%7B1%7D%7B%5Cfrac%7B1%7D%7B100M%7D*%201350%7D%5Capprox%2074074 张 / 秒  使用同样的神经网络在不同平台上处理10000张图片的的耗时与该系统作为对比,获得如下效果     |  |  |  | | --- | --- | --- | | 测试平台 | 运行时间(不考虑) | 功耗 | | 树莓派3B | 43s | 约5W | | 台式机 酷睿i5CPU | 6s | 90W | | FPGA | 约0.15s | 约5W |   表2.6：本系统中FPGA 和其他平台性能功耗的对比    三、部分预处理算法在FPGA上的实现与仿真  该部分目前在FPGA上实现并仿真了二值化，阈值过滤，色域转换，模糊等相对简单算法。后续会整合到系统中。 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **计划及进度安排**  后期的工作主要是继续完成全部的图像预处理部分，完成软硬结合的设计，以及最终整个系统的综合测试与联调。   |  |  |  | | --- | --- | --- | | 内容 | 时间 | 工作量估计 | | 完成预处理部分在FPGA上的全部工作 | 2018.12-2019.1 | 可完成，已经完成理论研究，缺少代码实现 | | 系统集成测试联调与论文初稿撰写 | 2019.2-2019.3 | 可完成，只是工作量的问题 | | 论文终稿 | 2019.4-2019.6 | 可完成，只是工作量的问题 | |
| **问题及整改方案**：   1. 目前预处理部分的轮廓圈定算法较为复杂需要在CPU上实现， 需要整合软硬件资源一起完成且不能让CPU的处理能力以及CPU的计算速度成为整个系统的瓶颈。 2. 其次摄像头需要使用USB和系统进行连接，此过程中需要处理好软件部分嵌入式操作系统的问题，需要搞清楚摄像头的具体协议，如何快速的传输视频数据，是否可直接不通过CPU传输到FPGA中进行处理， 或者使用DMA部件来完成传输。 3. 对Zynq的软件和硬件联合开发流程不是十分的熟悉， zynq上运行linux系统还需要进一步的研究才能完成。 |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
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