**IT4060 – Machine Learning**

**Lab 4 – Multiple Linear Regression**

**Ex1: Linear regression with multiple variables**

1. Open the lab4 directory. There you will find some octave scripts.

ex2.m - Code to run multivariate linear regression. This calls the appropriate Octave functions in other files to do univariate linear regression on the ex1data2.txt dataset. It now contains house data with varying floor areas and no. of bedrooms. So there are two input features and you have to predict the price of the house. So, it’s a multi variate regression problem.

1. Open the ex2.m file. You should get some errors. Now we’ll try to modify the code to do multi variate regression.
2. Since now we are dealing with multiple variables, we have to normalize them first to get them to a common scale. Go to the featureNormalize.m octave file and paste the following code under the “Your code here” section. This code is doing mean normalization. Refer the lecture note and see whether you understand what’s happening here.

for i = 1:size(X, 2)

mu(:,i) = mean(X\_norm(:,i));

sigma(:,i) = std(X\_norm(:,i));

X\_norm(:,i) = (X\_norm(:,i) - mu(:,i)) / sigma(:,i);

end

Note: A(:, i) selects all items in a column of matrix A in Octave. A(i, : ) will select all items in a row of matrix A.

1. Then, the cost function for multi variate linear regression has to be included to the computeCostMulti.m, under the comment “Your code here”.

difference = X \* theta - y;

vector = difference' \* difference;

J = (1 / (2 \* m)) \* vector;

1. Next the Gradient descent algorithm needs to be included for multivariate regression. Go to the GradientDescentMulti.m file and add the following code under “Your code here”. Refer to your lecture note and see whether you understand how this code operates. All operations are matrix operations. A

difference = X \* theta - y;

summe = difference' \* X;

theta = theta - (alpha / m) \* summe';

Note: A’ is the transpose matrix of matrix A.

1. Next, the Gradient descent algorithm will run and give the weights. After getting the theta values, we’ll try to predict the price of a house with floor area of 1650 and 3 bedrooms. For that, in the ex1\_multi.m file, add the following lines under “Your code here” in the comment “Estimate the price of a 1650 sq-ft, 3 br house”.

prediction = [1 ((1650 - mu(:,1))/sigma(:,1)) ((3 - mu(:,2))/sigma(:,2))];

price = prediction \* theta;

It’s a matrix with one row and three columns. First value is 1 (since it’s the weight of the intercept). The next values are normalized.

Note: mu – Mean, sigma – Sum

1. Now we’ll do the same with the Normal equation method. Go to the normalEqn.m file and add the following line under the “Your code here”, section.

theta = pinv(X' \* X) \* X' \* y;

Refer the lecture note to see whether you understand what’s happening here.

Note: pinv method computes the inverse of a matrix in matlab.

1. Now run the ex1\_multi.m file again. It will run the gradient descent for multiple variations. The plot show the error against the number of iterations. When the iterations increase, the error converges.

Then the code is predicting the price of a house with 1650 size and 3 bedrooms. The program will pause here and press enter to continue.

Then the normal method is used to estimate the weights and the same prediction is done. Compare the normal equation prediction with the prediction given by gradient descent.

1. In the ex1\_multi.m, the learning rate is given by alpha. Currently it is assigned to 0.15. Make the alpha values smaller and larger and see how the learning rate and the theta values change. Can you explain the reasons for the changes in the output?

Note: When alpha is too small, it will take too many iterations to converge (you can vary the no. of iterations through the iterations variable) and when it’s too large it will overshoot and will not converge.

**Ex. 2 Feature scaling, encoding and regularization with Multiple Linear Regression**

This exercise uses a Diamond dataset that is available in Scikit learn. It tries to predict the price of diamonds based on the color, size and other attributes. Following links can be used to access the dataset.

<https://github.com/mwaskom/seaborn-data/blob/master/diamonds.csv>

1. Upload and run the attached Diamond\_prices\_Multi\_LR.ipynb to Jupyter notebook.
2. Run the downloaded Jupyer notebook.
3. Uncomment the section (TODO: Task 1) and comment the section (TODO: Task 1) to enable feature encoding and scaling. Run the notebook again. What can you observe in the results? Can you explain the results obtained? What is the advantage of encoding and scaling? Write your answer in the notebook as a comment.
4. Uncomment the section (TODO: Task 2) to enable regularization. Run the notebook again while changing alpha to very small and very large values (the term alpha here is not the learning rate, it is the regularization parameter Lambda in the lecture notes). What can you observe? Can you explain your observations? What is the advantage of regularization? Write your answer in the notebook as a comment.
5. Download the updated notebook file.

**Submission:**

Upload the modified Octave code and the updated and downloaded notebook file (with the answers to the questions) a single zip file to the courseweb link. The file name should be your registration number.