**Project Title**

Comparative Analysis of BERT, LLaMA 3B, and T5 for Multi-Label Emotion Detection

**Problem Summary**

This project investigates the application of Natural Language Processing (NLP) models—BERT, T5, and LLaMA 3B—in multi-label emotion detection and emotion intensity prediction tasks. Emotion detection involves identifying emotions such as joy, sadness, anger, fear, and surprise in text, which is crucial for applications like sentiment analysis, social media monitoring, and mental health support. The study aims to assess each model's strengths and limitations using metrics like macro-average F1 score, weighted F1 score, and micro-average F1 score. By providing insights into the applicability of these models, this research contributes to bridging the gap between human emotion perception and machine understanding.

**Methodology**

The study utilized a merged dataset for training and evaluation to accommodate the distinct capabilities of BERT and LLaMA 3B. For BERT, the dataset was transformed by expanding emotion labels into binary columns for each intensity level, resulting in a multi-label classification setup with 20 columns (e.g., Anger\_0, Anger\_1, Anger\_2, Anger\_3). This setup allowed BERT to predict the presence or absence of each intensity level for all emotions.

For LLaMA 3B, the dataset retained its original format to leverage the model's generative and few-shot learning capabilities. Prompt templates were designed to guide LLaMA 3B in predicting ordinal emotion intensity levels directly. Additionally, 4-bit quantization techniques were applied to optimize memory usage and computational efficiency. The quantization included Normal Float-4 (NF4) for preserving model accuracy and double quantization for further optimization. Automatic device allocation distributed computational load across GPUs.

Preprocessing for both models involved text cleaning (removing special characters, URLs, and numbers), normalization (converting text to lowercase), and addressing missing labels (replacing with zeros). To tackle class imbalances, minority classes were oversampled using the Scikit-learn resample method for BERT, while few-shot learning techniques mitigated imbalance for LLaMA 3B. Fine-tuned transformer models were evaluated using consistent NLP pipelines to ensure a fair comparison.

**Main Results**

* **BERT**: Weighted F1 score of 0.7149, Micro-average F1 score of 0.7256, demonstrating robust performance in multi-label emotion detection.
* **T5**: Weighted F1 score of 0.7482, Micro-average F1 score of 0.7554, reflecting its effectiveness in multi-label classification with text-to-text transformation.
* **LLaMA 3B**: F1 score of 0.634 for emotion intensity detection, highlighting its challenges in structured tasks despite its generative capabilities.

**Discussion and Conclusion**

BERT outperformed T5 and LLaMA 3B in multi-label emotion detection due to its bidirectional context and fine-tuned architecture. While T5 showed flexibility for text-to-text tasks, it required more complex setups. LLaMA 3B, effective in generative tasks, faced limitations in precision for ordinal classification. Resource efficiency analysis revealed that BERT provided the fastest training and inference times, followed by T5, with LLaMA 3B being computationally intensive even with quantization.

**Future Work and Suggestions**

* Expand datasets to incorporate diverse emotions and languages.
* Develop hybrid models combining the strengths of BERT and T5.
* Enhance LLaMA 3B’s performance for multi-label and ordinal classification tasks.
* Explore zero-shot and few-shot learning for broader applicability.
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**Achievements and Skills Gained**

* Developed expertise in comparative analysis of state-of-the-art NLP models.
* Acquired practical knowledge in multi-label classification, ordinal classification, and fine-tuning transformer models.
* Enhanced skills in preprocessing, dataset balancing, and evaluation metric interpretation.
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