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Ouhmida et al. have employed two deep learning models, namely Convolutional Neural Network (CNN) and Artificial Neural Network (ANN), for the purpose of classifying healthy individuals and those afflicted with Parkinson’s Disease based on vocal features. The researchers have given preference to utilizing two datasets sourced from the UCI Machine Learning Repository to underpin their investigative efforts. Notably, the CNN model has demonstrated significant efficacy, yielding an accuracy rate of 93.1% in the classification of patients.
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Mounika et al. investigates the early diagnosis of Parkinson's Disease using Deep Learning and Machine Learning on a substantial UCI dataset. Employing various performance metrics, the K-Nearest Neighbors (KNN) algorithm with k=5 stands out with an impressive 97.43% accuracy, showcasing its potential as a robust approach for early PD detection.
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Jahan et al. addresses the escalating challenge of Parkinson's Disease (PD) by proposing a novel diagnostic system using fine motor symptom-based sketch analysis. Employing Convolutional Neural Network (CNN) models, specifically Inception-v3 and ResNet50 with transfer learning, their system had achieved a commendable 96.67% accuracy in distinguishing PD patients from a Healthy control group based on spiral sketching.
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Burri et al. proposed a DBN-based solution, which exhibits superior performance, surpassing competitors with a remarkable 92% success rate in Parkinson's disease diagnosis. The evaluation, incorporated F1 score, sensitivity, specificity, and accuracy measures, underscores the consistency of the achieved results. This study underscores the potential of language-trained Machine Learning (ML) models in Parkinson's disease diagnosis, offering significant implications for both research and treatment in the field.
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Ogawa and Yang presented a non-invasive approach for Parkinson's disease diagnosis and early detection, focusing on abnormal motor signs. A 10-layered 1-dimensional Convolutional Neural Network (CNN) and a novel-residual-network-type 1-dimensional CNN have been introduced for classifying Parkinson's disease using vocal feature datasets. The proposed residual network yields favourable classification results, achieving an accuracy of 0.888, F-measure of 0.928, and Matthews Correlation Coefficient (MCC) of 0.692. These findings highlight the efficacy of the introduced models in the context of Parkinson's disease classification based on vocal features.
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Sandhiya et al. utilized spiral/wave drawing datasets from 102 individuals (51 healthy an 51 with Parkinson's disease) employing Histogram of Oriented Gradients (HOG) for feature extraction. Classification is accomplished through the Random Forest Classifier in the Scikit-learn package, alongside OpenCV and NumPy for statistical data generation. Emphasizing the expanding applications of image processing, particularly in Parkinson's disease detection, classification, and diagnosis, Random Forest Classifier achieved a classification accuracy of 71.33%, sensitivity of 69.33%, and specificity of 73.3%. This analysis streamlines pattern classification involving Parkinson's disease and healthy individuals, offering time-saving benefits and enhanced productivity.
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A deep learning approach for early Parkinson's disease detection is introduced in this paper, employing a long short-term memory (LSTM) model with features extracted from speech signals. Promising results are achieved by the LSTM model, with a testing accuracy of 93%, utilizing a dataset that includes features from 188 Parkinson's patients and 64 healthy individuals. The emphasis on speech signal features highlights the potential of this methodology for early Parkinson's disease diagnosis and intervention, with contributions to the enhanced quality of life for affected individuals.