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## R Markdown

This is an R Markdown document. Markdown is a simple formatting syntax for authoring HTML, PDF, and MS Word documents. For more details on using R Markdown see <http://rmarkdown.rstudio.com>.

When you click the **Knit** button a document will be generated that includes both content as well as the output of any embedded R code chunks within the document. You can embed an R code chunk like this:

summary(cars)

## speed dist   
## Min. : 4.0 Min. : 2.00   
## 1st Qu.:12.0 1st Qu.: 26.00   
## Median :15.0 Median : 36.00   
## Mean :15.4 Mean : 42.98   
## 3rd Qu.:19.0 3rd Qu.: 56.00   
## Max. :25.0 Max. :120.00

## Including Plots

You can also embed plots, for example:

![](data:image/png;base64,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)

Note that the echo = FALSE parameter was added to the code chunk to prevent printing of the R code that generated the plot. ### Data Import and Cleaning

library(class) library(caret) library(e1071) ub.df <- read.csv(“C:/Users/samyu/Downloads/UniversalBank.csv”) dim(ub.df) t(t(names(ub.df)))# transposes the columns as rows # removing unwanted variables ub.df = ub.df[,-c(1,5)] ub.df # categorical variables ub.dfEducation) # dummy variables groups = dummyVars(~. , data = ub.df) # this creates dummy groups # converting factor to a dummy variable ub\_m.df = as.data.frame(predict(groups,ub.df)) # splitting the data # to ensure that we get the same sample if we return the code

set.seed(1) train.index = sample(row.names(ub\_m.df),0.6\*dim(ub\_m.df)[1]) valid.index = setdiff(row.names(ub\_m.df),train.index) train\_df = ub\_m.df[train.index ,] valid\_df = ub\_m.df[valid.index ,]

#normalise the data train.norm.df = train\_df[,-10] valid.norm.df = valid\_df[,-10]

norm.values = preProcess(train\_df[,-10], method = c(“center”, “scale”)) train.norm.df = predict(norm.values, train\_df[,-10]) valid.norm.df = predict(norm.values, valid\_df[-10])

new\_customer = data.frame() new.cust.norm = new\_customer new.cust.norm = predict(norm.values, new.cust.norm)

# lets predict using knn

knn.predict = class::knn(train = train.norm.df, test = new.cust.norm, c1 =train.df$Personal.Loan, k=1) knn.pred

#calculate the accuracy for each value of k accuracy.df = data.frame(k= 1,15,1), overallaccuracy = rep(0,15)) for(i in 1:15) { knn.pred = class::knn(train = train.norm.df, test = new.cust.norm, c1 =train.df$Personal.Loan, k=i) accuracy.df[i,2] = confusionMatrix(knn.pred,

as.factor(valid.df$Personal.Loan) }