Comparative Analysis of Machine Learning Models for Diabetes Risk Prediction
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***Abstract*—In this study, we explored the application of ma- chine learning to predict diabetes risk using the BRFSS 2015 dataset. As part of our Pattern Recognition course project, we implemented Support Vector Machines (SVM), Random Forest, Gradient Boosting, Logistic Regression, and a Voting Classifier ensemble. We evaluated these models using accuracy, AUC, and F1-score metrics. Our findings highlight the Gradient Boosting model as the top performer, achieving an accuracy of 0.7536 and an F1-score of 0.7628. To make our work accessible, we developed a Gradio interface, which was a challenging yet rewarding experience.**

***Index Terms*—diabetes prediction, machine learning, ensemble learning, support vector machines, random forest**

1. Introduction

Diabetes is a global health concern, impacting millions with its long-term effects. During our Pattern Recognition course, we became interested in leveraging machine learning to aid early detection. After exploring available datasets, we chose the BRFSS 2015 dataset from Kaggle, which offered a rich set of health indicators. Our goal was to build a predictive model and create a user-friendly tool, despite our initial limited experience with ensemble methods and interface design.

1. Methods
2. *Dataset*

We sourced our data from the BRFSS 2015 dataset on Kaggle [1], which includes 70,692 samples with a balanced 50/50 split of diabetic and non-diabetic cases. Features like BMI, HighBP, and Age caught our attention, and we spent time understanding their relevance to diabetes risk.

1. *Preprocessing*

We standardized the features using StandardScaler, a step that took us some trial and error to get right. We split the data into 80% training and 20% testing sets, ensuring a fair evaluation of our models.

1. *Models*

As beginners, we decided to start with default hyperparam- eters for the following models:

* + Support Vector Machine (SVM) with a linear kernel.
  + Random Forest with 100 trees.
  + Gradient Boosting with 100 trees.
  + Logistic Regression.
  + Voting Classifier, which combined the above models and was our attempt to improve results.

Choosing these models was a learning process, as we debated their suitability based on course lectures.

1. *Evaluation Metrics*

We assessed our models using accuracy, AUC, and F1- score, which we selected after discussing their importance in imbalanced data scenarios. We also generated confusion matrices to better visualize our predictions.

1. RESULTS

Table I shows the performance of our models. The Gradient Boosting model stood out with an accuracy of 0.7536 and an F1-score of 0.7628. Figure 1 displays the confusion matrices, which helped us identify where our models struggled most.

TABLE I

Performance Metrics of the Models

|  |  |  |  |
| --- | --- | --- | --- |
| **Model** | **Accuracy** | **AUC** | **F1-Score** |
| SVM | 0.7485 | 0.7486 | 0.7586 |
| Random Forest | 0.7380 | 0.7382 | 0.7484 |
| Gradient Boosting | 0.7536 | 0.7537 | 0.7628 |
| Logistic Regression | 0.7484 | 0.7485 | 0.7531 |
| Voting Classifier | 0.7507 | 0.7507 | 0.7541 |

Fig. 1. Confusion Matrices of the Models

1. Discussion

We were surprised to see Gradient Boosting outperform others, especially since we initially favored Random Forest due to its popularity. The F1-score of 0.7628 suggested it handled the balanced dataset well, though we noticed some misclassifications in the confusion matrices, particularly with false positives. Random Forests lower accuracy (0.7380) frus- trated us at first, but we realized it might be overfitting to noisy features like MentHlth. The Voting Classifiers balanced performance (0.7507) was a relief, showing our ensemble idea had merit. A key challenge was using default hyperparameter- snext time, wed tune them to see if we can push the accuracy higher.

1. Conclusion

This project taught us how to apply machine learning to a real-world problem like diabetes prediction, with Gradient Boosting emerging as the best model. Moving forward, we plan to experiment with hyperparameter tuning and explore additional datasets to refine our approach.
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