R-17.8 Given the CNF formula B=(x1)·(x2+x3+x5+x6)·(x1+x4)·(x3+x5), show the reduction of B into an equivalent input for the 3SAT problem.

**Solution**: (x1+b+c)⋅ (x1+¬ b +c)⋅ (x1+b+¬ c)⋅ (x1+¬ b+¬ c)⋅(x2+ x3+c1)⋅ (¬c1+ x5+c2)⋅ (¬c2+ x6+c3)⋅ (¬c3+ x5+ x6) ⋅ (x1+x4+d)⋅ (x1+x4+¬ d)⋅ (x3+x5+e)⋅ (x3+ x5+ ¬ e)

R-17.12 Professor Amongus has just designed an algorithm that can take any graph G with n vertices and determine in O(nk) time whether G contains a clique of size k. Does Professor Amongus deserve the Turing Award for having just shown that *P* = *NP*? Why or why not?

**Solution:**

The clique problem is NP complete. Reduction from vertex-cover.

Input: G= (V, E) and integer k>0

1. Non-deterministically select a subset C of nodes of G.
2. Test whether all nodes in c are connected and whether G contains all edges connecting nodes in C.
3. If yes, accept
4. Else reject

To show P = NP, there must be every problem that belongs to NP can be solved in polynomial time. For any value of *k*, it must be solvable in polynomial time. The value for k is not defined.

No, Professor Amongus do not deserve the Turing Award for having just shown that *P* = *NP* because there are infinitely many problems in NP and to justify polynomial time for every problem is realistically not possible.

C-17.11 Define HYPER-COMMUNITY to be the problem that takes a collection of n web pages and an integer k and determines if there are k web pages that all contain hyperlinks to each other. Show that HYPER-COMMUNITY is *NP*-complete.

**Solution**: Considering HYPER-COMMUNITY is in NP. Since a non-deterministic machine could simply guess *k* web pages and check that they are all connected to one another.

Now reducing HYPER-COMMUNITY from INDEPENDENT-SET. Let’s say a graph G with n vertices, find independent set f size k. Now consider another graph G’ having same n vertices as G. Graph G’ contain an edge (u, v) if and only if this is not in G. So iterating over all the pair of vertices, whole process will take polynomial time to run.

If there is an independent set of k size in G, then all k vertices are connected in G’ and also we can say that if set of k mutually connected vertices in G’, then k vertices form an independent set in G.

As INDEPENDENT-SET is reducible to HYPER-COMMUNITY. So, it is NP-complete.

A-17.1 Imagine that the annual university job fair is scheduled for next month and it is your job to book companies to host booths in the large Truman Auditorium during the fair. Unfortunately, at last year’s job fair, a fight broke out between some people from competing companies, so the university president, Dr. Noah Drama, has issued a rule that prohibits any pair of competing companies from both being invited to this year’s event. In addition, he has shown you a website that lists the competitors for every company that might be invited to this year’s job fair and he has asked you to invite the maximum number of noncompeting companies as possible. Show that the decision version of the problem Dr. Drama has asked you to solve is *NP*-complete.

**Solution**: The above problem is vertex cover problem. An instance of vertex cover problem is a graph G(V, E) and a positive integer k. Now check it is NP-complete or not.

For a problem to be NP-complete, it must satisfy the two condition:

1. Proof that the problem is in NP.
2. Proof that the problem is NP-Hard

Proof that the problem is in NP.

1. Non-deterministically choose a subset W of size k.
2. Test that for each vertex v in W remove all edges adjacent to v from set X. If the edges removed is equal to k and set X gets empty.
3. If yes, accept
4. Else reject

As above algorithm can be done in polynomial time thus it is in NP.

Proof that the problem is NP-Hard

1. For NP-Hard reduce 3SAT to VERTEX-COVER.
2. Let S be the Boolean formula in CNF with each clause having 3 literals
3. Now construct a graph G and an integer k such that G has a vertex cover if and only if S is satisfiable.
4. According to “truth setting” component and “Satisfaction setting component” vertex cover must include one of the two vertices.

According to theorem 17.9 given in the textbook

Vertex-Cover is NP complete.

C-18.7 In the *Euclidean* traveling salesperson problem, cities are points in the plane and the distance between two cities is the Euclidean distance between the points for these cities, that is, the length of the straight line joining these points. Show that an optimal solution to the Euclidean TSP is a simple polygon, that is, a connected sequence of line segments such that no two ever cross.

**Solution**:
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Assume that two edges cross (x, y) (u, v) each other like shown in the figure. Now considering the path P followed from y to x then path x to v and then v to u is optimal.

Considering another path P’ from y to v (straight line) then v to x then x to u (straight line). By proving that the optimal solution for Euclidean TSP will be achieved from path P’.

Let there is a point d which is the intersection point of the two edges (x, y) (u, v). Let d(w,z) be the distance between w and z. Now according to the Euclidean formula

d(u, v) + d(x, y) = d(y, d) + d(d, x) + d(u, d) + d(d, v)

By triangle inequality

d(y, d) + d(d, v) >= d(y, v) and

d(u, d) + d(d, x) >= d(u, x)

Now above equality gives

d(x, y) + d(u, v) >= d(y, v) + d(u, x)

Path P’ incurs a smaller total distance than the original path P. Our assumption contradicts this above situation which means there is no optimal path can have crossing edges.

So P’ is an optimal solution to the Euclidean TSP is a simple polygon, that is, a connected sequence of line segments such that no two ever cross.

A-18.4 Suppose you work for a major package shipping company, FedUP, as in the previous exercise, but suppose there is a new law that requires every truck to carry no more than M pounds, even if it has room for more boxes. Now the optimization problem is to use the fewest number of trucks possible to carry the n boxes across the country such that each truck is carrying at most M pounds. Describe a simple greedy algorithm for assigning boxes to trucks and show that your algorithm uses a number of trucks that is within a factor of 2 of the optimal number of trucks. You may assume that no box weighs more than M pounds.

**Solution**:

We have n boxes with weights w1, w2, . . . , wn, let N be the optimal number of trucks needed. Each truck cannot carry more than M pounds.

We can say that

NM ≥

N ≥ = X

Here X describes the minimum number of trucks required. Using next fit greedy approach, start putting weights in to the truck one by one by checking the weight should not be greater than M pounds. If one truck is filled with M ponds than select the other one in the process. Using this procedure every two consecutive trucks contain weights that add up and have weight greater than 2M.

Now finding the optimal solution for the problem the minimum trucks required will be less than 2M. Better strategy is to sort the weights from largest to smallest and insert them in such an order that can best fit into the truck. Scanning all the current filled trucks and check any weight can be inserted into it, if not then take a new truck for this weight.

The running time of the above algorithm will be O(n2) where n is the number of boxes.