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# Logistic Regression

Logistic regression allows us to predict membership in a dichotomous outcome using continuous and categorical predictor variables.

## Package management in R

```{r}

# keep a list of the packages used in this script

packages <- c("tidyverse","rio","jmv")

```

This next code block has eval=FALSE because you don't want to run it when knitting the file. Installing packages when knitting an R notebook can be problematic.

```{r eval=FALSE}

# check each of the packages in the list and install them if they're not installed already

for (i in packages){

if(! i %in% installed.packages()){

install.packages(i,dependencies = TRUE)

}

# show each package that is checked

print(i)

}

```

```{r}

# load each package into memory so it can be used in the script

for (i in packages){

library(i,character.only=TRUE)

# show each package that is loaded

print(i)

}

```

## RMANOVA is a linear model

Logistic regression is a type of generalization of the linear model. This assignment will allow us to compare the results of fitting a model using the glm() function with the output from the jmv package from Jamovi. Some explanation is available in Field chapter 20.3.

## Open data file

The rio package works for importing several different types of data files. We're going to use it in this class. There are other packages which can be used to open datasets in R. You can see several options by clicking on the Import Dataset menu under the Environment tab in RStudio. (For a csv file like we have this week we'd use either From Text(base) or From Text (readr). Try it out to see the menu dialog.)

```{r}

# Using the file.choose() command allows you to select a file to import from another folder.

dataset <- rio::import(file.choose())

# This command will allow us to import a file included in our project folder.

# dataset <- rio::import("Album Sales.sav")

```

## glm() function in R

Most of the analyses we've looked at this semester have been forms of the linear model. Logistic regression is used with a dichotomous categorica outcom variable instead of a continuous variable. A more general version of a linear model called a generalized linear model can be used with outcome variables which are not continuous. Those can be analyzed in RStudio using a function called glm(). Some explanation can be found at https://daviddalpiaz.github.io/appliedstats/logistic-regression.html

Change the categorical variables to factors

```{r}

# Make factors

dataset <- dataset %>% mutate(Cured\_f = as.factor(Cured))

levels(dataset$Cured\_f)

dataset <- dataset %>% mutate(Intervention\_f = as.factor(Intervention))

levels(dataset$Intervention\_f)

```

```{r}

modelLog <- glm(Cured\_f ~ Intervention\_f + Duration, data = dataset, family = binomial)

```

```{r}

round(coef(modelLog), 1)

summary(modelLog)

confint(modelLog)

deviance(modelLog)

```

## Get R code from Jamovi output

You can get the R code for most of the analyses you do in Jamovi.

1. Click on the three vertical dots at the top right of the Jamovi window.

2. Click on the Syndax mode check box at the bottom of the Results section.

3. Close the Settings window by clicking on the Hide Settings arrow at the top right of the settings menu.

4. you should now see the R code for each of the analyses you just ran.

## Logistic regression in jmv package

A note about some of the changes I had to make to this syntax to run it in RStudio.

change data = data to data = dataset (or whatever you name your dataframe)

change ref = "Not Cured" to ref = "0"

change ref = "No Treatment" to ref = "0"

```{r}

output = jmv::logRegBin(

data = dataset,

dep = Cured,

covs = Duration,

factors = Intervention,

blocks = list(

list(

"Intervention",

"Duration")),

refLevels = list(

list(

var="Cured",

ref="0"),

list(

var="Intervention",

ref="0")),

modelTest = TRUE,

bic = TRUE,

pseudoR2 = c("r2mf", "r2cs", "r2n"),

omni = TRUE,

OR = TRUE,

ciOR = TRUE,

class = TRUE,

acc = TRUE,

spec = TRUE,

sens = TRUE,

auc = TRUE,

rocPlot = TRUE,

collin = TRUE)

output

```