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**Introduction**

As a part of natural language processing (NLP), word comprehension, semantic structure, and language meaning amongst other language constituents all play a part in defining text analysis. As covered in the course (CS410), one of the major downsides to text searching is the inability to distinguish word representations when in no specific order. The process of vector modeling can alleviate some of this confusion, providing a view of words as vectors in three-dimension space in a process known as word embedding. Of the models used in this process, two primary ones to explore are Word-to-Vector (Word2vec) and Global Vectors (GloVe).

**Word2Vec**

An architectural predictive modeling for embedding words, Word2Vec utilizes vector per word, specialized in using two functions to carry out its process -viz. encoding and decoding. In a simplified case, the encoder allows for the word to be embedded. The decoder allows embedding following some contextual cues. As a more complex definition, Word2Vec embeds using training design over a specified corpus. This training is done incrementally, allowing training through use of a neutral network.
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**Figure 1**

being able to pair or predict word representations. By utilizing this method alongside matrix-vector operations from other models, it can complement existing approaches to word embedding (Mikolov).

**GloVe**

In the case of GloVe, it is a variant of the Word2Vec model. Similarly, it utilizes vectors per word and recognition of corpus, except in its process it works to model occurrences of words on a bigger scale using matrix representation of a corpus. Since the matrix is combinatorial, the matrix representation of context tends to be quite large. What allows GloVe to separate from Word2Vec in terms of result processing comes from negative sampling, where a weight change to a smaller sample compared to a whole in processing. It is like analogies, where terms aren’t taken as two sets but rather the probability of their occurrence. Through Word2Vec, the process of sampling occurs slower over that of GloVe, which not only maintains speed of calculation and faster result over a sample (Pennington) but does so overall regardless of the speed of the process.

**Conclusion**

Modeling structures following GloVe and Word2Vec provide interesting contextual representations of word structures that allow them to be represented in vector space. Being able to specify context for appearance is an important regular for Word2Vec while GloVe use of corpus for linear structures in vector space can provide speed and accuracy on data points not found in the former. By utilizing these processes, a deeper understanding of not only NLP can be obtained but also the underlying structure of their representation using vectors and matrix modeling that can carry another perspective on language and semantic structures.
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