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1. **Source Code:**

|  |
| --- |
| 스크린샷이(가) 표시된 사진  자동 생성된 설명 |

1. **Result:**

|  |
| --- |
| 텍스트이(가) 표시된 사진  자동 생성된 설명 |

1. **Disscussion:**

코드의 전체적인 틀은 실습수업시간에 앞서 진행한 AND GATE 구현 코드와 크게 다르지 않다. 다만 AND의 경우 네트워크가 인풋 레이어와 아웃풋레이어 만으로 구성되어도 올바른 결과를 낼 수 있는 반면, XOR의 경우는 그것이 불가능하여 네트워크의 인풋레이어와 아웃풋레이어 사이에 중간 레이어 하나를 추가해 주었다. 이를 그림으로 나타내면 다음과 같다. (사진 출처: 실습자료 MLP.pdf)

|  |  |
| --- | --- |
| <AND> | <XOR> |
|  | 시계이(가) 표시된 사진  자동 생성된 설명 |

위 사진처럼 중간 레이어에 뉴런 3개를 추가하여 주었고, Activation function 같은 경우, 모두 Sigmoid를 사용하였다. 이를 수식으로 표현하면 Sig( W2 \* ( Sig(W1\* X + b1) ) + b2 )와 같다. Optimizer는 AND에서와 같은 Gradient Descent Optimizer를 사용했다.

Cost 계산 방식의 경우 AND와는 다른 방식을 사용해야 했기에 강의자료를 참조하여“cross entropy”를 사용하려 했었다. 하지만 위 코드에서 주석 처리된 부분처럼 사용할 경우 실행을 했을 때 정확한 이유는 모르겠지만 제대로 트레이닝이 이루어지지 않았다. 그리하여 사실상 이와 같은 결과를 내는 “Logistic Regression”의 식을 사용하여 Cost를 계산하였고 이로 인해 트레이닝이 잘 이루어 지게 되었다.

위의 RESULT 사진에서 마지막 4줄이 결과를 나타내는데 각각 순서대로 0, 1, 1, 0 에 가까운 숫자를 출력하는 것을 봤을 때 트레이닝이 잘 이뤄졌다고 볼 수 있다. 처음에는 for문의 step 횟수를 100, 1000으로 한 상태에서 실행시켰을 때, 거의 대부분 0.3, 0.4, 0.3, 0.4 같은 트레이닝이 잘 되지 않은 결과값을 출력해서 네트워크의 디자인이 잘못되었거나, Cost계산이 잘못 되었다 생각하고 계속 디자인을 조금씩 고쳐봤음에도 별다른 소득을 얻지 못했는데, 단순히 for문의 step 숫자를 10000, 100000 정도로 하고 실행시켰을 때는 위와 같이 0, 1, 1, 0 에 가까운 숫자를 출력했고 트레이닝이 잘 이뤄진 것을 확인할 수 있었다. 결국 Step의 숫자를 충분히 크게 하는 것이 트레이닝에 매우 중요하다는 것을 확인 할 수 있다.