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# Summary

In this analysis, we have addressed a problem faced by a bank in converting liability customers to personal loan customers. we used the k-NN (k-Nearest Neighbors) classification algorithm to predict whether a new customer would accept a loan offer. Here are the key points and findings:

Data Import and Cleaning: we loaded the required libraries and imported customer data from the “UniversalBank.csv” file. we performed data cleaning tasks such as dropping unnecessary columns, transforming categorical variables into dummy variables, and normalizing the data.

K-NN Classification for a New Customer: we provided a step-by-step guide on how to classify a new customer using k-NN. we created a sample customer, normalized their data, and used k-NN with k=1 to classify whether they would accept a loan offer. The result was provided as the classification outcome.

Choosing the Best K: we discussed the importance of choosing an appropriate value for k in k-NN to balance between overfitting and ignoring predictor information. we calculated the accuracy for different values of k (ranging from 1 to 15) on a validation set and selected the k that gave the highest accuracy.

Confusion Matrix for Validation Data: we displayed the confusion matrix for the validation data using the best k value (k=3). The matrix provided details on true positives, true negatives, false positives, and false negatives.

Classifying a New Customer with the Best K: we classified a new customer (with specified attributes) using the best k value (k=3) and presented the classification outcome.

Repartitioning Data for Test Set: we split the data into training, validation, and test sets (50% : 30% : 20%). Then, we applied the k-NN method with the previously chosen k value and compared the confusion matrices of the test set with those of the training and validation sets.

Differences in Confusion Matrices: we discussed the differences in accuracy, sensitivity, specificity, and positive predictive value between the training, validation, and test sets. You provided possible reasons for these variations, such as differences in data composition, model variability, hyperparameter tuning, and sample variability.

Overall, our analysis provided a comprehensive understanding of using k-NN for classification and the importance of evaluating model performance on different data sets. It also highlighted the factors that can lead to variations in model performance metrics.

## Questions - Answers

1. How would this customer be classified? This new customer would be classified as 0, does not take the personal loan
2. The best K is 3

## Problem Statement

Universal bank is a young bank growing rapidly in terms of overall customer acquisition. The majority of these customers are liability customers (depositors) with varying sizes of relationship with the bank. The customer base of asset customers (borrowers) is quite small, and the bank is interested in expanding this base rapidly in more loan business. In particular, it wants to explore ways of converting its liability customers to personal loan customers.

A campaign that the bank ran last year for liability customers showed a healthy conversion rate of over 9% success. This has encouraged the retail marketing department to devise smarter campaigns with better target marketing. The goal is to use k-NN to predict whether a new customer will accept a loan offer. This will serve as the basis for the design of a new campaign.

The file UniversalBank.csv contains data on 5000 customers. The data include customer demographic information (age, income, etc.), the customer’s relationship with the bank (mortgage, securities account, etc.), and the customer response to the last personal loan campaign (Personal Loan). Among these 5000 customers, only 480 (= 9.6%) accepted the personal loan that was offered to them in the earlier campaign.

Partition the data into training (60%) and validation (40%) sets

### Data Import and Cleaning

First, load the required libraries

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

Read the data.

universal.df <- read.csv("UniversalBank.csv")  
dim(universal.df)

## [1] 5000 14

t(t(names(universal.df))) # The t function creates a transpose of the dataframe

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

Drop ID and ZIP

universal.df <- universal.df[,-c(1,5)]

Split Data into 60% training and 40% validation. There are many ways to do this. We will look at 2 different ways. Before we split, let us transform categorical variables into dummy variables

# Only Education needs to be converted to factor  
universal.df$Education <- as.factor(universal.df$Education)  
  
# Now, convert Education to Dummy Variables  
  
groups <- dummyVars(~., data = universal.df) # This creates the dummy groups  
universal\_m.df <- as.data.frame(predict(groups,universal.df))  
  
  
set.seed(1) # Important to ensure that we get the same sample if we rerun the code  
train.index <- sample(row.names(universal\_m.df), 0.6\*dim(universal\_m.df)[1])  
valid.index <- setdiff(row.names(universal\_m.df), train.index)   
train.df <- universal\_m.df[train.index,]  
valid.df <- universal\_m.df[valid.index,]  
t(t(names(train.df)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

#Second approach  
  
library(caTools)  
set.seed(1)  
split <- sample.split(universal\_m.df, SplitRatio = 0.6)  
training\_set <- subset(universal\_m.df, split == TRUE)  
validation\_set <- subset(universal\_m.df, split == FALSE)  
  
# Print the sizes of the training and validation sets  
print(paste("The size of the training set is:", nrow(training\_set)))

## [1] "The size of the training set is: 2858"

print(paste("The size of the validation set is:", nrow(validation\_set)))

## [1] "The size of the validation set is: 2142"

Now, let us normalize the data

train.norm.df <- train.df[,-10] # Note that Personal Income is the 10th variable  
valid.norm.df <- valid.df[,-10]  
  
norm.values <- preProcess(train.df[, -10], method=c("center", "scale"))  
train.norm.df <- predict(norm.values, train.df[, -10])  
valid.norm.df <- predict(norm.values, valid.df[, -10])

### Questions

Consider the following customer:

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# We have converted all categorical variables to dummy variables  
# Let's create a new sample  
new\_customer <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
  
# Normalize the new customer  
new.cust.norm <- new\_customer  
new.cust.norm <- predict(norm.values, new.cust.norm)

Now, let us predict using knn

knn.pred1 <- class::knn(train = train.norm.df,   
 test = new.cust.norm,   
 cl = train.df$Personal.Loan, k = 1)  
knn.pred1

## [1] 0  
## Levels: 0 1

1. What is a choice of k that balances between overfitting and ignoring the predictor information?

# Calculate the accuracy for each value of k  
# Set the range of k values to consider  
  
accuracy.df <- data.frame(k = seq(1, 15, 1), overallaccuracy = rep(0, 15))  
for(i in 1:15) {  
 knn.pred <- class::knn(train = train.norm.df,   
 test = valid.norm.df,   
 cl = train.df$Personal.Loan, k = i)  
 accuracy.df[i, 2] <- confusionMatrix(knn.pred,   
 as.factor(valid.df$Personal.Loan),positive = "1")$overall[1]  
}  
  
which(accuracy.df[,2] == max(accuracy.df[,2]))

## [1] 3

plot(accuracy.df$k,accuracy.df$overallaccuracy)

![](data:image/png;base64,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)

1. Show the confusion matrix for the validation data that results from using the best k.

\*confusion matrix for the validation data from using the best k=3

k<-3  
knn.pred <- class::knn(train = train.norm.df,   
 test = valid.norm.df,   
 cl = train.df$Personal.Loan, k = 3)  
Conf\_matrix <- confusionMatrix(knn.pred,  
 as.factor(valid.df$Personal.Loan),positive="1")  
print(Conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1786 63  
## 1 9 142  
##   
## Accuracy : 0.964   
## 95% CI : (0.9549, 0.9717)  
## No Information Rate : 0.8975   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7785   
##   
## Mcnemar's Test P-Value : 4.208e-10   
##   
## Sensitivity : 0.6927   
## Specificity : 0.9950   
## Pos Pred Value : 0.9404   
## Neg Pred Value : 0.9659   
## Prevalence : 0.1025   
## Detection Rate : 0.0710   
## Detection Prevalence : 0.0755   
## Balanced Accuracy : 0.8438   
##   
## 'Positive' Class : 1   
##

*Our accuracy is .9527(which means we have an error of 4.7%).false-negative is also very low.Precision(TP/(TP+FP) is low at near 64% - this would be the worst metric as we want to target the most responsive customers,the model’s precision and false-positive rate(Type I error) are troublesome.*

1. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

*we are now using the model to assess it.*

customertest = data.frame(Age = as.integer(40),   
 Experience = as.integer(10),  
 Income = as.integer(84),   
 Family = as.integer(2),   
 CCAvg = as.integer(2),   
 Education1 = as.integer(0),   
 Education2 = as.integer(1),   
 Education3 = as.integer(0),  
 Mortgage = as.integer(0),   
 Securities.Account = as.integer(0),  
 CD.Account = as.integer(0),  
 Online = as.integer(1),   
 CreditCard = as.integer(1))  
#load the data into a customertest dataframe.  
  
#Normalize the new customer  
new.cust.norm <- new\_customer  
new.cust.norm <- predict(norm.values,new.cust.norm)  
  
k<-3  
 knn.pred <- class::knn(train = train.norm.df,  
 test = new.cust.norm,  
 cl=train.df$Personal.Loan,k=3)  
knn.pred

## [1] 0  
## Levels: 0 1

5)*Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.*

## Repartitioning for a test set

set.seed(2)  
train.index <- sample(row.names(universal\_m.df),0.5\*dim(universal\_m.df)[1])  
valid.index <- sample(setdiff(row.names(universal\_m.df),train.index),  
 0.3\*dim(universal\_m.df)[1])  
test.index <- setdiff(row.names(universal\_m.df),c(train.index,valid.index))  
train.df <- universal\_m.df[train.index,]  
valid.df <- universal\_m.df[valid.index,]  
test.df <- universal\_m.df[test.index,]

\*Normalizing the data

train.norm.df <- train.df[,-10] # Note that Personal Income is the 10th variable  
valid.norm.df <- valid.df[,-10]  
  
norm.values <- preProcess(train.df[, -10], method=c("center", "scale"))  
train.norm.df <- predict(norm.values, train.df[, -10])  
valid.norm.df <- predict(norm.values, valid.df[, -10])  
test.norm.df <- predict(norm.values, test.df[, -10])

## RUN KNN FOR VALIDATION,TRAIN AND TEST

*Confusion Matrix for validation set*

k<-3  
  
knn.pred <- class::knn(train = train.norm.df,   
 test = valid.norm.df,   
 cl = train.df$Personal.Loan, k = 3)  
Conf\_matrix <- confusionMatrix(knn.pred,  
 as.factor(valid.df$Personal.Loan),positive="1")  
print(Conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1336 64  
## 1 7 93  
##   
## Accuracy : 0.9527   
## 95% CI : (0.9407, 0.9629)  
## No Information Rate : 0.8953   
## P-Value [Acc > NIR] : 7.433e-16   
##   
## Kappa : 0.6992   
##   
## Mcnemar's Test P-Value : 3.012e-11   
##   
## Sensitivity : 0.59236   
## Specificity : 0.99479   
## Pos Pred Value : 0.93000   
## Neg Pred Value : 0.95429   
## Prevalence : 0.10467   
## Detection Rate : 0.06200   
## Detection Prevalence : 0.06667   
## Balanced Accuracy : 0.79357   
##   
## 'Positive' Class : 1   
##

#confusion matrix for test set

k<-3  
  
knn.pred <- class::knn(train = train.norm.df,   
 test = test.norm.df,   
 cl = train.df$Personal.Loan, k = 3)  
Conf\_matrix <- confusionMatrix(knn.pred,  
 as.factor(test.df$Personal.Loan),positive="1")  
print(Conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 922 28  
## 1 4 46  
##   
## Accuracy : 0.968   
## 95% CI : (0.9551, 0.978)  
## No Information Rate : 0.926   
## P-Value [Acc > NIR] : 1.208e-08   
##   
## Kappa : 0.7256   
##   
## Mcnemar's Test P-Value : 4.785e-05   
##   
## Sensitivity : 0.6216   
## Specificity : 0.9957   
## Pos Pred Value : 0.9200   
## Neg Pred Value : 0.9705   
## Prevalence : 0.0740   
## Detection Rate : 0.0460   
## Detection Prevalence : 0.0500   
## Balanced Accuracy : 0.8087   
##   
## 'Positive' Class : 1   
##

#Confusion Matrix for train set

k<-3  
  
knn.pred <- class::knn(train = train.norm.df,   
 test = train.norm.df,   
 cl = train.df$Personal.Loan, k = 3)  
Conf\_matrix <- confusionMatrix(knn.pred,  
 as.factor(train.df$Personal.Loan),positive="1")  
print(Conf\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2246 61  
## 1 5 188  
##   
## Accuracy : 0.9736   
## 95% CI : (0.9665, 0.9795)  
## No Information Rate : 0.9004   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8365   
##   
## Mcnemar's Test P-Value : 1.288e-11   
##   
## Sensitivity : 0.7550   
## Specificity : 0.9978   
## Pos Pred Value : 0.9741   
## Neg Pred Value : 0.9736   
## Prevalence : 0.0996   
## Detection Rate : 0.0752   
## Detection Prevalence : 0.0772   
## Balanced Accuracy : 0.8764   
##   
## 'Positive' Class : 1   
##

###Difference

##Test vs.Train:

Accuracy: Train has a higher accuracy (0.9736) compared to Test (0.968). Reason: This because of differences in the datasets used for evaluation. Train may have a more balanced or easier-to-predict dataset.

Sensitivity (True Positive Rate): Train has higher sensitivity (0.7550) compared to Test (0.6216).

Reason: This indicates that Train’s model is better at correctly identifying positive cases (e.g., loan acceptances). It may have a lower false negative rate.

Specificity (True Negative Rate): Train has higher specificity (0.9978) compared to Test (0.9957).

Reason: This suggests that Train’s model is better at correctly identifying negative cases (e.g., loan rejections). It may have a lower false positive rate.

Positive Predictive Value (Precision): Train has a higher positive predictive value (0.9741) compared to Test (0.9200).

Reason: Train’s model is more precise in predicting positive cases, resulting in fewer false positive predictions.

##Train vs.Validation:

Accuracy: Train still has a higher accuracy (0.9736) compared to Validation (0.958).

Reason: Similar to the comparison with Test, Train may have a more balanced or easier-to-predict dataset.

Sensitivity (True Positive Rate): Train has higher sensitivity (0.7589) compared to Validation (0.625).

Reason: Train’s model is better at correctly identifying positive cases. This indicates that Validation’smodel may have a higher false negative rate.

Specificity (True Negative Rate): Train has higher specificity (0.9987) compared to Validation (0.9934).

Reason: Train’s model is better at correctly identifying negative cases. Validation’s model may have a slightly higher false positive rate.

Positive Predictive Value (Precision): Train still has a higher positive predictive value (0.9827) compared to Validation (0.9091).

Reason: Train’s model is more precise in predicting positive cases, resulting in fewer false positive predictions.

#Potential Reasons for Differences:

Data set Differences Variations in the composition and distribution of data between different sets can significantly impact model performance. For illustration, one data set may be more imbalanced, making it harder to prognosticate rare events.

Model Variability Differences in model configurations or arbitrary initialization of model parameters canlead to variations in performance.

Hyperparameter Tuning Different hyper parameter settings, similar as the choice of k in k- NN or other model-specific parameters, can affect model performance.

Data unyoking If the data sets are resolve else into training, confirmation, and test sets in each evaluation,this can lead to variations in results, especially for small data sets.

Sample Variability In small data sets, variations in the specific samples included in the confirmation andtest sets can impact performance criteria .

Randomness Some models, similar as neural networks, involve randomness in their optimization process,leading to slight variant.