# 东北大学2019年复试真题

1. **简答题**
2. **写出第一类错误和第二类错误的定义，并说明在实际中应如何控制两类错误。**

**答：在假设检验中，我们把原假设为真却被拒绝而犯的错误称为第一类错误，犯这类错误的概率为，故也称为错误或拒真错误；把原假设不真却被接受而犯的错误称为第二类错误，犯这种错误的概率为，故也称为错误或取伪错误。**

**对于一定的样本量，如果减少错误，就会增大犯错误的机会；若减少错误就会增大犯错误的机会。增大样本量可以同时减少和。**

**一般来说，哪一类错误所带来的后果越严重，危害越大，在假设检验中就应当把哪一类错误作为首要的控制目标。在假设检验中，一般首先控制犯错误。主要的原因在于，原假设是什么通常是明确的，而备择假设是什么通常是模糊的。**

1. **写出值的定义并说明值与简答拒绝域与接受域的关系。**

**答：对于给定的显著性水平，当选择作为检验统计量时，若的分布函数为，则接受域与拒绝域可被定义如下：**

**拒绝域：**

**接受域：**

**显然，，其中为全集；，为空集。其意义为，当我们对某一假设进行假设检验时，其结果要么为接受原假设，要么为拒绝原假设。**

**值被定义为，当原假设为真时，样本观察值或更极端结果出现的概率。值越小，拒绝原假设的理由越充分。**

**对于给定的显著性水平，当时，拒绝原假设，此时检验统计量落在拒绝域中；当时，接受原假设，此时检验统计量落在接受域中。**

1. **写出统计量的定义和构造统计量的目的，说明充分统计量的统计意义。**

**答：设为总体的样本，为样本空间中中点的实值函数，做样本的函数，*T*的取值记为。若也为一随机变量，且不含任何未知参数，则称或为统计量。**

**由于样本来自总体，样本中包含了总体的信息，我们可以通过构造不同的统计量对总体的参数进行估计，从而对总体作出推断。**

**设总体的分布函数为，为未知参数，，为样本，为不含有未知参数的统计量，若在统计量时，的条件分布与无关，则称为的充分统计量。**

**充分统计量已经从样本中充分的提取了所包含的有关总体参数的全部信息。**

1. **简答区间估计的定义、步骤，说明区间估计与点估计的关系。**

**答：设为一给定的常数，满足，如果关系式：**

**成立，并用这个随机区间作为参数的估计，则称是参数的置信水平为的区间估计，称为显著性水平，分别为置信上、下限。**

**区间估计的步骤如下：**

* 1. **确定统计量的分布**
  2. **确定分布的分位数**
  3. **由关系式确定区间上、下限**
  4. **写出参数的估计区间**

**区间估计包括三个要素：点估计值，估计误差，置信水平。即区间估计是建立在点估计的基础上的，估计区间一定包含点估计值。**

1. **简答最大似然估计的思想和步骤**

**答：设总体的密度函数为，其中为未知参数，参数空间是维的。为样本，它的联合密度函数为，称：**

**为的似然函数，若有使得下式成立：**

**则称为的极大似然法估计量。**

**极大似然法的原理就是选取使得样本落在观察值的邻域里的概率达到最大的数值作为参数的估计值。**

**其步骤如下：**

* + 1. **求样本的极大似然函数。**
    2. **求对数似然函数。**
    3. **对求偏导，得到似然方程。**
    4. **解似然方程，得极大似然估计。**

1. **计算题**
2. **是来自下列总体的样本，计算各分布参数的充分统计量。**

**关于如何证明某个统计量是充分统计量：**

**定义法：设总体的分布函数为为未知参数，为样本，为不带有未知参数的统计量，若在给定统计量时，的条件分布与无关，则称为的充分统计量。**

**因子分解定理：若总体为连续型随机变量，密度函数为，为样本，则统计量为参数的充分统计量的充要条件是：样本的联合密度函数可表示为**

**其中是仅通过而依赖于样本且与有关的非负函数，是样本的非负函数但与参数无关。特别地，可为统计量的密度函数。**

**若总体为离散型随机变量，则密度函数代之以概率函数，有类似于上式的分解式。**

**注：极大似然估计常为充分统计量，这为计算充分统计量提供了一个思路。**

**正态分布的参数的充分统计量.**

**解：已知分别为的估计量，其中**

**样本的联合密度函数为**

**取**

**由因子分解定理知为参数向量的充分统计量.**

**泊松分布的参数的充分统计量.**

**解：已知为参数的估计量**

**样本的联合密度函数为**

**取**

**由因子分解定理知为参数的充分统计量.**

**指数分布的参数的充分统计量.**

**解：已知参数的一个估计为，其中**

**样本的联合分布函数为**

**取**

**由因子分解定理知为参数的充分统计量.**

1. **样本来自两点分布总体，试给出参数的矩估计、渐进置信区间估计，并对两种估计分别给出一个实际案例。**

**关于矩估计，不再多做介绍，下面主要说明渐进区间估计。**

**在某些情况下，根据样本，我们可以很容易的求出统计量的精确分布，进而得出相应的置信区间。而精确分布的要求较高，大多数时候，我们无法求得统计量的精确分布，只能退而求其次，利用统计量的渐进分布来进行相应的统计推断，渐进置信区间就是建立在统计量的渐进分布的基础之上的置信区间的估计。**

**例如：对于来自未知分布总体的样本，对其进行均值的区间估计。由于总体分布未知，我们无法确定其统计量的抽样分布，而由中心极限定理可知，当样本量足够大时，渐进服从正态分布，此时可以由渐进分布来获得未知总体的均值的渐进区间估计。**

**解：由矩估计原理，令**

**其中**

**得到的矩法估计量为**

**由中心极限定理知**

**即**

**对进行标准化处理，有**

**由**

**而等价于**

**记**

**这里**

**于是得到的渐进置信区间为**

**举例：某小区拟实行垃圾分类投放管理条例并制定了一系列小区奖惩措施，现对小区300户居民进行民意调查，同意实施者220户，反对者80户。**

**记每户投票结果为，则居民投票通过率的矩估计为**

**的95%的渐进置信区间估计为**

**3、 现有观测数据，拟对其建立线性回归模型进行参数估计，考虑以下两种情况：**

1. **时，回归参数的最小二乘估计。**

**解：令*,*则有**

**由于，故满秩，从而满秩，即可逆，由正则方程可得**

1. **时，应如何处理。**

**解：由(1)可知，当时，是非满秩的，这将使得不再可逆，正则方程式当然也不再适用。此时若想获得参数的最小二乘估计，有以下几种做法：**

**方法一：继续观测，获得更多的观测值，以使得，将其转化为(1)的情形即可。**

**方法二：若条件不允许继续获得观测，可退一步，以损失估计的优良性为代价，以矩阵的广义逆进行计算。这样，即使不满秩，我们也可以在新的规则下求得的逆矩阵，进一步利用正则方程求解。**

**方法三：如果既不能继续获得观测，又想要保留估计优良性，那么可以考虑删减变量，将与模型相关度较低的变量从模型中剔除。若操作之后能够使得，则可以按照(1)中方法进行求解。**

**方法四：当每个变量都与模型相关度较高或无法分析变量与模型的相关性的时候，可以考虑对变量进行线性组合，组合为少数几个综合变量，这样就把问题转化为求解少数几个综合变量的系数的估计的问题。但这样的估计同样存在问题，即丧失了一些最小二乘估计原有的优良性。**

**4、 已知随机变量，参数函数.**

1. **证明参数函数不存在无偏估计.**

**证：反证法，设是参数函数的无偏估计，则应有**

**上式左端为的次多项式，由于是有界的，故必定有界。**

**而当时，上式右端趋向于无穷大，即右端是无界函数。从而上式不可能恒成立，这与假设相矛盾，故参数函数不存在无偏估计。**

1. **求的最大似然估计，并讨论其相合性.**

**解：记,则参数的似然函数为**

**对数似然方程为**

**解得：**

**有最大似然估计的不变性，知参数函数的最大似然估计为**

**下面讨论其相合性：**

**由切比雪夫不等式知，对任意的，成立下式**

**这里，显然上式可写为**

**故是参数函数的相合估计。**
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**总体,为来自总体的样本,参数函数.**

1. **证明参数函数不存在无偏估计.**

**证明：反证法，假设存在无偏估计，记为，则有**

**由数学期望的定义**

**当且仅当上述积分收敛时，的数学期望存在，若上述积分收敛，则其值唯一，这与已知**

**相矛盾，故的无偏估计不存在.**

1. **求的最大似然估计，并讨论其相合性.**

**解：由于最大似然估计似然估计具有不变性，自然想到求的最大似然估计，然后利用不变性得到的最大似然估计。**

**的似然函数为**

**由上述函数对参数求偏导数，并令其为**

**解得的最大似然估计为**

**由最大似然估计的不变性，有**

**下面讨论的相合性，由题知**

**当时，对于任意的**

**故此时作为的最大似然估计是相合的.**

**当时**

**前面我们有**

**满足马尔科夫条件，由马尔可夫大数定律，对于任意的**

**即是的相合估计，由于，从而**

**亦即**

**故此时依然是的相合估计.**