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**1:** Draw an example (of your own invention) of a partition of two-dimensional feature space that could result from recursive binary splitting. Your example should contain at least six regions. Draw a decision tree corresponding to this partition. Be sure to label all aspects of your figures, including the regions R1,R2,…, the cutpoints t1,t2,…, and so forth.

Hint: Your result should look something like Figures 8.1 and 8.2.

#library(rpart)  
#library(rpart.plot)

pts=data.frame(c(25,25,75,75,70,80),c(75,25,75,50,25,25))  
  
plot(pts,xlim=c(0,100),ylim=c(0,110),pch="",xlab="X1",ylab="X2",xaxt='n',yaxt='n')  
  
lines(x = c(50,50), y = c(0,100))  
lines(x = c(0,50), y = c(65,65))  
lines(x = c(50,100), y = c(60,60))  
lines(x = c(50,100), y = c(40,40))  
lines(x = c(75,75), y = c(1,40))  
  
text(x = 50, y = 108, labels = c("t1"), col = "red")  
text(x = 0, y = 70, labels = c("t2"), col = "red")  
text(x = 100, y = 65, labels = c("t3"), col = "red")  
text(x = 100, y = 45, labels = c("t4"), col = "red")  
text(x = 75, y = 1, labels = c("t5"), col = "red")  
  
text(pts,labels=paste("R",1:6,sep=""))
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f(X)=∑j=1pfj(Xj)

Explain why this is the case. You can begin with (8.12) in Algorithm 8.2.

Ans : If only stumps are considered, then for a predictor Xj the equation for its stump takes the form;

Now boosting considers several stumps on the set of predictors where the previously chosen predictor may be chosen or not. If another stump is created for a previously chosen predictor Xi, then we can define as follows;

which if Kj1<Kj2 is equivalent to the equation,

Which can be seen as adding a branch to the stump. Thus, since all functions solely depend on a single predictor the model takes the form of Where fj(Xj)=1λfj^(xj).

**3**: Consider the Gini index, classification error, and entropy in a simple classification setting with two classes.

A: We know **Classification Error:**

**Gini Index:**

**Entropy:**

e.g. in R5 of question 1:

E=1−max{67,17}≈0.1429 G=67(1−67)+17(1−17)≈0.2449 D=−67log(67)−17log(17)≈0.4101

p=seq(0,1,0.01)  
  
gini= 2\*p\*(1-p)  
classerror= 1-pmax(p,1-p)  
crossentropy= -(p\*log(p)+(1-p)\*log(1-p))  
  
plot(NA,NA,xlim=c(0,1),ylim=c(0,1),xlab='p',ylab='f')  
  
lines(p,gini,type='l')  
lines(p,classerror,col='blue')  
lines(p,crossentropy,col='red')  
  
legend(x='top',legend=c('gini','class error','cross entropy'),  
 col=c('black','blue','red'),lty=1,text.width = 0.22)
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X1=seq(0,3,0.1)  
X2=seq(0,3,0.1)  
  
plot(NA,NA,xlim=c(-1.2,3),ylim=c(-0.2,3),pch="",xlab="X1",ylab="X2",xaxt='n',yaxt='n')  
pts=data.frame(c(1.5,-0.5,1.5,-0.25,1.50),c(2.5,1.5,1.5,0.5,0.5))  
  
text(pts,labels=c('2.49','-1.06','0.21','-1.80','0.63'))  
text(x = 1, y = -0.2, labels = c("1"), col = "red")  
text(x = 0, y = 0.8, labels = c("0"), col = "red")  
text(x = -1.2, y = 1, labels = c("1"), col = "red")  
text(x = -1.2, y = 2, labels = c("2"), col = "red")  
   
lines(x = c(-1,3), y = c(1,1))  
lines(x = c(-1,3), y = c(2,2))  
lines(x = c(0,0), y = c(1,2))  
lines(x = c(1,1), y = c(0,1))

![](data:image/png;base64,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) **5. Bagged Probabilities to Class Predictions** Q: Suppose we produce ten bootstrapped samples from a data set containing red and green classes. We then apply a classification tree to each bootstrapped sample and, for a specific value of X, produce 10 estimates of P(Class is Red|X):

**0.1,0.15,0.2,0.2,0.55,0.6,0.6,0.65,0.7, and 0.75.**

There are two common ways to combine these results together into a single class prediction. One is the majority vote approach discussed in this chapter. The second approach is to classify based on the average probability. In this example, what is the final classification under each of these two approaches?

probs <- c(0.1, 0.15, 0.2, 0.2, 0.55, 0.6, 0.6, 0.65, 0.7, 0.75)

In the **majority vote** approach we assign the observation to the class that occurs the most. Thus, we count the number of assignments done to each class by making use of a cutoff value.

sum(probs >= 0.5) # number of 'Red' predictions

## [1] 6

sum(probs < 0.5) # number of 'Green' predictions

## [1] 4

ifelse(sum(probs >= 0.5) > sum(probs < 0.5), "Red", "Green")

## [1] "Red"

As described in the question, when **average probability** is used the average is taken from the estimated probabilities that result from the bagging model. The average is 0.45, which determines that X does not belong to the Red class.

mean(probs) # average P(Red)

## [1] 0.45

ifelse(mean(probs) >= 0.5, "Red", "Green")

## [1] "Green"

**6. Regression Tree Algorithm** Q: Provide a detailed explanation of the algorithm that is used to fit a regression tree.

A regression tree performs subdivisions of the predictor space. The algorithm considers one split at a time in the set of predictors, where the split that is chosen is the one that achieves the most reduction in the RSS. This step will be repeated until threshold values are met (or cannot be met any longer such as minimum number of observations necessary in each node). When predictions are made, new observations travel down the branches of a tree, and upon reaching a leaf node, the average of the observations contained in that leaf is returned.