Questions

* How are gnomes created and how do we achieve the vector of scores?
* Explain optimization techniques?
* What do you mean by a tree of classifiers? Multiple ones..?
* When the pang/lee score corresponds to a gnome – how do we decide which is ‘strong’ and ‘weak’ ?
* When we apply correlation coefficient – what is x/y we are comparing? The scores on vector columns?
* Domain specific classifiers and methodology of filtering documents into domains. Then have a general classifier which uses all the classifiers. (Domain extraction).
* Multi labeling.
* Entity extraction.
* Active learning.