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Zero Shot Learning...

Standard svpervised learning methods require labeled data in

the training phase. (What happens if we do not have labeled
data?)

Zero-Shot Learning (ZSL) is an emerging learning paradigm

that addresses the problem of recognizing unseen classes
doring training.

Teach computers to recognize something they have not seen.
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Zero Shot Learning...

i {(X”a”y')EC'|XEX)QEA)gEyaV\di={SOV‘U}}

‘ Classes

. {(x,a)]i=01—> (yli=U) <

\ Unseen Seen

e {(,a)]i=(UUSIT > {yli=(LUSH <




Zero Shot Learning...
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GANs and Conditional GANS...

Generative adversarial network (GAN)
consists of a Generator and a
Discriminator. The Generator's porpose
is to generate fake data so that the
Discriminator can not distinguish whether
it is real or fake. The pourpose of the
Discriminator is to detect fake data from
real data.
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Generative ZSL...
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Fig. 1. General overview of Generative ZSL



Ranking Synthetic Featores...
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S. Ramazi and A. Nadian-Ghomsheh, "Ranking Synthetic Featores for Generative Zero-Shot Learning," in
2021 26th International Compoter Conference, Computer Society of Iran (CSICC), 2021: IEEE, pp. 1-5.



Mode Collapse...

Usovally we want oor GAN to produce a
wide variety of ouvtputs. We want, for
example, a different face for every random
input to our face generator. However, if a
generator produces an especially plavsible
ovtput, the ogenerator may learn to
produce only that oovtpot. In fact, the
generator is always trying to find the one
ovtpot that seems most plavsible to the
discriminator.

If there is little diversity in the ovtpot and
some of them are almost identical, then
there is likely mode collapse.
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Anti-collapse regularization term...

Remember that we sample two random
varioblesZ; ond Z,. We ogenerate two fake
featore vectors ¥, and %, from them. When Z;
and Z, are closer, ¥; and ¥,are more likely to
be collapsed into the same mode. To mitigate
this, the anti-collapse is defined regularization

term as below. We can observe that this term v

amplifies the dissimilarity of the two fake ‘ Noise
featore vectors when the latent codes
generating them are of high similarity.

. 1—cos(¥Xq,%3)
Lane = Elio7 23]
1-cos(Z1,Z3)




Featore Generating Networks for ZSL...
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Y. Xian, T. Lorenz, B. Schiele, and Z. Akata, "Featore generating networks for zero-shot learning," in
Proceedings of the IEEE conference on computer vision and pattern recognition, 2018, pp. 5542-5551.classes.



Averting Mode Collapse for Generative Zero-Shot Learning...

Fig. 4. General overview of our method




Classification...

this research employs a cascaded classifier.
In the first layer of the classifier, we vse a
softmax classifier. The output of this layer
is the possibility of assigning a sample to all
classes, so it can be concluded from the
ovtput of this layer which samples are more
relioble. Outputs with less classification
entropy are leverage as reliable samples to
train the next layer, a softmax classifier.
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Dataset (Animal With Attribute)...

black: no
white: ves

brown: yes

stripes: no
water: ves
eats fish:yes

vom
black: ves
brown: vyes

stripes: no
water: ves

{ white: no =

Attributes Unseen Seen All Nomber of
Samples
22 10 40 50 30475

Table 1. Datoset

C. H. Lampert, H. Nickisch, and S. Harmeling, "Learning to detect unseen object classes by between-closs
attribote transfer," in 2009 IEEE Conference on Compoter Vision and Pattern Recognition, 2009: IEEE, pp.

951-95&.



Results ...

In the ZSL configuration, the arithmetic mean of the
top-one accuracy scores in each class is considered.
Under GZSL settings, the average of the top-1 accuracy
is provided by v and s (for the vnseen and seen classes
respectively), and the harmonic average is calcolated.

H=(sxu)x2)/(+u



Resolts...

GZSL
Method's ZS1

Seen Unseen Mean
DAP 44 8R.7 0.0 0.0
GAZSL 8.2 86.5 19.2 314
f-CLSWGAN 8.2 6l.4 57.9 59.6
AFC-GAN ©9. 06.8 582 ©2.2
LisGAN 70.6 76.3 526 2.3
Ranking Featores 72.9 77.4 52.35 2.5
Ours 4.0 73.9 57.7 o4.8

Table 2. Accoracy



Model analysis...

Setting Description Accuracy Setting Description
S WGAN+ softmayx classifier 8.2 S UUGAN+'softmax
classifier
S2 Ranking F eatulwlzs + softmay 625 S2 Ranking F eatu.res +
clossifier softmax classifier
Ranking Features + anti Ranking Featores +
S3 mode collapse loss + 70.3 S3 anti mode collapse loss
softmax classifier + softmay clossifier
Ranking Featores + anti Ranking Featores +
Sy mode collapse loss + 74.0 S4 anti mode collapse loss

cascade classifier

+ cascade classifier

Table 3. Model analysis






