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| **性能测试技术的研究\_关于性能测试业务场景设计的研究**    关键字：性能测试   业务场景   极限  超载    摘要：性能测试是指在一定硬件条件下，获取软件系统在不同的业务背景下的各种性能表现，本文根据笔者最近所做的几次性能测试，就业务场景设计方面进行总结分析，希望能起到一定的借鉴作用。    **1 测试过程中出现的问题**         最近一段时间，我们的团队连续承担了几个基于J2ee架构的分布式系统的测试工作。在测试过程中，我们多次发现一个问题，就是我们在测试环境中得到的性能指标与生产环境中的性能指标差距较大，理论上应该是测试环境的性能指标优于生产环境的指标，但实际结果是生产环境的性能指标大大优于测试环境下的性能指标。经过不断摸索、总结，我们发现出现以上问题的原因是测试需求分析不到位，导致业务场景设置不合理、不全面，因而出现问题。在这里我们就场景设计方面谈一些自己的看法。  **2业务场景分析**         性能测试中涉及的基本场景有两种，即单一业务场景和混合业务场景，这两种业务场景缺一不可，缺少任何一种都不能准确评估系统性能，定位系统瓶颈。如果只做单一业务场景，得到的结果与实际生产环境差距较大，没有实际指导意义；如果只做混合业务场景，不能快速定位系统性能快速降低的原因，起不到定位瓶颈、系统调优的作用。只有两种场景互为补充，才可以获取最符合客户要求的测试结果。下面分别就两种测试场景的具体设计方法结合一个论坛系统进行讨论，一个论坛系统包含三个主要单一业务流程，即用户登陆、发表文章、阅读文章。该论坛支持100人同时在线，支持20人同时发表文章，阅读文章。    **3单一业务场景**         单一业务场景主要针对单一业务流程而设计，主要考察某一项单一业务在各种情况下的响应时间，系统资源占用，事务成功率等指标。对于响应时间这个指标，目前国内国际上还没有明确的标准，业界普遍采用的评价准则是2/5/10标准，即2秒以内优秀，5秒以内可以接受，10秒是极限。但是在实际当中，并不仅限与这个标准，例如邮件系统的登录功能可以遵守这个标准，因为只是一个登录功能；但是针对上传附件这个功能，如果附件本身较大，响应时间自然会比较长，所以我们应该灵活掌握标准，以实际需要为准则，确定预期响应时间。事务成功率这个指标，业界采取的一般标准是90%，但是对于一些精密程度要求较高的系统，如金融、证券、银行等系统，事务成功率要求更高，应该达到98%以上，部分功能甚至要求达到100%。下面我们就单一业务场景在标准、极限、超载三种情况下的设计进行讨论。    **3.1标准场景**         设计标准场景的目的是验证系统单一业务是否达到所承诺的性能指标，此时系统应该表现良好，响应时间短，事务成功率高，资源利用率合理，如果不能达到以上要求，则说明系统存在瓶颈，应进一步确定瓶颈，并进行系统调优。但是在实际测试过程中，我们往往片面的认为标准场景就是标准用户数，而忽略了操作对象、操作频率也是非常重要的场景内容，如果这样我们设计的操作场景将会如下（以发表文章为例）：   |  |  |  |  | | --- | --- | --- | --- | | 业务名称 | 虚拟用户数 | 加压方法 | 持续时间 | | 发表文章 | 10 | 初始用户为0，每隔10秒加载2个用户，全部用户加载之后，持续运行15分钟，再以每隔10秒卸载2个用户，直至结束。 | 15分钟 |     这个场景初看起来没有任何问题，但是我们如果更深入的考虑一下，就会发现一些问题。例如，发表文章，文章的大小对系统的压力是否有影响呢？发表一个1K的文章，和发表一个1M的文章是否有区别呢？一个用户是否会持续不断的发文章呢？如果不是，发文章的频率是多少呢？这需要我们进一步在测试需求中明确，这样设计出来的场景才是真正的标准情况下的测试场景，新的测试场景如下：   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | 业务名称 | 虚拟用户数 | 迭代时间 | 操作对象 | 加压方法 | 持续时间 | | 发表文章 | 10 | 120 | 50K | 初始用户为0，每隔10秒加载2个用户，全部用户加载之后，持续运行15分钟，再以每隔10秒卸载2个用户，直至结束。 | 15分钟 |   新的测试场景增加了标准的迭代时间和标准大小的操作对象，这样的测试场景才是真正的标准测试场景，获得的各项性能指标才具有实际指导作用。    **3.2极限场景**         设计极限场景的目的是为了验证系统单一业务否达到承诺的极限情况，在极限的情况下，能否正确完成相应的工作，并保证客户数据安全，响应时间在可接受范围内，资源利用不超标。根据标准场景的分析，我们可以指导极限场景的设计应包括以下部分，即虚拟用户极限，并发用户极限，迭代时间极限，操作对象极限；持续时间极限属于疲劳强度测试，这里不进行讨论。得到的极限测试场景如下：   |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | | 业务名称 | 虚拟用户 | 并发用户 | 迭代时间 | 操作对象 | 加压方法 | 持续时间 | | 发表文章 | 20 | 2 | 120 | 50K | 初始用户为0，每隔10秒加载2个用户，全部用户加载之后，持续运行15分钟，再以每隔10秒卸载2个用户，直至结束 | 15分钟 | | 发表文章 | 10 | 4 | 120 | 50K | | 发表文章 | 10 | 2 | 60 | 50K | | 发表文章 | 10 | 2 | 120 | 1M | | 发表文章 | 20 | 4 | 120 | 50K | | 发表文章 | 20 | 2 | 60 | 50K | | 发表文章 | 20 | 2 | 120 | 1M | | 发表文章 | 10 | 4 | 60 | 50K | | 发表文章 | 10 | 4 | 120 | 1M | | 发表文章 | 10 | 2 | 60 | 1M | | 发表文章 | 20 | 4 | 60 | 50K | | 发表文章 | 20 | 10 | 120 | 1M | | 发表文章 | 20 | 2 | 0 | 1M | | 发表文章 | 10 | 10 | 0 | 1M | | 发表文章 | 20 | 10 | 0 | 1M |   以上得到共计15种极限情况，由于实际测试过程中资源有限，不可能进行如此全面的测试，可以根据实际情况进行取舍，以用户要求为主导，选择需要的测试场景进行测试。在加压过程中，如果响应时间明显加长，资源利用率异常上升，吞吐量没有随用户增加正比增长则说明系统已到达瓶颈，可以停止测试，转而进行瓶颈确认、系统调优等工作。    **3.3超载场景**         设计超载情况测试场景的目的是为了验证系统单一业务在超载的情况下，何时出现性能拐点，何时系统失效，失效对数据库已有数据是否有影响。根据标准场景的分析，我们可以指导超载场景的设计应包括以下部分，即虚拟用户超载，并发用户超载，迭代时间超载，操作对象超载。得到的超载测试场景如下：   |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | | 业务名称 | 虚拟用户 | 并发用户 | 迭代时间 | 操作对象 | 加压方法 | 持续时间 | | 发表文章 | 30 | 2 | 120 | 50K | 初始用户为0，每隔10秒加载2个用户，全部用户加载之后，持续运行15分钟，再以每隔10秒卸载2个用户，直至结束 | 15分钟 | | 发表文章 | 10 | 6 | 120 | 50K | | 发表文章 | 10 | 2 | 0 | 50K | | 发表文章 | 10 | 2 | 120 | 2M | | 发表文章 | 30 | 6 | 120 | 50K | | 发表文章 | 30 | 2 | 0 | 50K | | 发表文章 | 30 | 2 | 120 | 2M | | 发表文章 | 10 | 6 | 0 | 50K | | 发表文章 | 10 | 6 | 120 | 2M | | 发表文章 | 10 | 2 | 0 | 2M | | 发表文章 | 30 | 6 | 0 | 50K | | 发表文章 | 30 | 6 | 120 | 2M | | 发表文章 | 30 | 2 | 0 | 2M | | 发表文章 | 10 | 6 | 0 | 2M | | 发表文章 | 30 | 6 | 0 | 2M |   以上得到共计15种超载情况，由于实际测试过程中资源有限，不可能进行如此全面的测试，可以根据实际情况进行取舍，以用户要求为主导，选择需要的超载测试场景进行测试。在加压过程中，如果响应时间明显加长，资源利用率异常上升，吞吐量没有随用户增加正比增长则说明系统已出现拐点；如果出现响应时间超长，资源利用率长期超标，吞吐量逆向减少，说明应用系统已失效，可以停止测试。    **4混合业务场景**         混合业务场景针对模拟系统真实生产环境而设计，主要为了测试整个系统在各种情况下的响应时间，系统资源占用，事务成功率等指标。下面我们就混合业务场景在标准、极限、超载三种情况下的设计进行讨论。    **4.1标准场景**         标准情况下的混合场景是测试场景中最贴近实际运行环境的场景，可以全面有效的反应被测系统在真实环境下的性能表现，验证系统是否达到所承诺的各项性能指标，并对未来系统扩展、调优提供支持。我们可以得到如下的测试场景：   |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | | 业务名称 | 虚拟用户 | 并发用户 | 迭代时间 | 操作对象 | 加压方法 | 持续时间 | | 用户登录 | 20 | 5 | 120 |  | 初始用户为0，每隔10秒加载2个用户，全部用户加载之后，持续运行15分钟，再以每隔10秒卸载2个用户，直至结束 | 15分钟 | | 发表文章 | 10 | 2 | 120 | 50K | | 阅读文章 | 40 | 10 | 60 | 不同对象（多个用户同时阅读同一篇文章和不同的文章，会对系统产生不同的压力） |   测试场景中各个业务所分配的用户比例是按照用户要求设计的，有时用户不能明确自己的测试需求，需要测试人员使用日志分析工具分析系统在实际运行情况下的日志得出相关数据，指导测试场景的设计。    **4.2极限场景**         设计极限场景的目的是为了验证系统在贴近真实环境下能否达到承诺的极限情况，在极限的情况下，能否正确完成相应的工作，并保证客户数据安全，响应时间在可接受范围内，资源利用不超标。通过以上单一业务场景的极限情况分析，我们知道会有极限场景共15个；而混合业务又包含多个单一业务，这个例子中包含三个单一业务，那么极限测试场景会有4125个，这个数量显然是我们无法接受的，我们只能从中挑选重要的极限场景或用户指定的极限场景，并配合正交排列方法选择。我们选择如下的混合业务极限测试场景：   |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | | 序号 | 业务名称 | 虚拟用户 | 并发用户 | 迭代时间 | 操作对象 | 加压方法 | 持续时间 | | 场景1 | 用户登录 | 50 | 5 | 120 |  | 初始用户为0，每隔10秒加载2个用户，全部用户加载之后，持续运行15分钟，再以每隔10秒卸载2个用户，直至结束 | 15分钟 | | 发表文章 | 10 | 4 | 120 | 50K | | 阅读文章 | 40 | 10 | 30 | 不同 | | 场景2 | 用户登录 | 20 | 10 | 120 |  | | 发表文章 | 20 | 2 | 120 | 50K | | 阅读文章 | 40 | 10 | 120 | 20相同 | | 场景3 | 用户登录 | 20 | 5 | 60 |  | | 发表文章 | 10 | 2 | 120 | 1M | | 阅读文章 | 70 | 10 | 60 | 不同 | | 场景4 | 用户登录 | 50 | 5 | 60 |  | | 发表文章 | 10 | 2 | 60 | 50K | | 阅读文章 | 40 | 20 | 60 | 不同 | | 场景5 | 用户登录 | 20 | 10 | 60 |  | | 发表文章 | 10 | 4 | 60 | 50K | | 阅读文章 | 40 | 20 | 30 | 不同 | | 场景6 | 用户登录 | 50 | 10 | 60 |  | | 发表文章 | 10 | 4 | 60 | 1M | | 阅读文章 | 40 | 20 | 30 | 相同 |   当然，以上极限测试场景未必是最合理的，因为以区区六种测试场景取代4125种测试场景肯定不能达到全面体现系统性能的目的，只能是在一定程度上对系统性能进行度量。  **4.3超载场景**         设计超载情况测试场景的目的是为了验证整个系统在超载的情况下，何时出现性能拐点，何时系统失效，失效对数据库已有数据是否有影响等。通过以上缓和业务场景极限情况的分析，我们同样可以得出超载场景的数量也是4125个，同样根据用户测试需求、系统自身特点等约束条件，我们进行筛选，得到需要的超载场景，这里就不展开描述了。混合业务流程的超载测试场景的结果对于系统调优的指导意义是比较大的，因为系统在这种场景下失效的可能性是最大的，系统的弱点暴露的也最完全。    **5结语**         性能测试中的场景设计是实施性能测试的基础，只有合理的设计测试场景才能获得有价值的测试数据，为接下里的确认瓶颈、系统调优打下基础。以上只是我们团队对场景设计一点粗浅的认识，拿出来与大家分享，希望得到各界人士的批评指正。 | |