**BACKGROUND:**

Clear cell renal cell carcinoma (ccRCC) displays molecular and histologic heterogeneity. Previously described **subsets** of this disease, ccA and ccB, were defined based on multigene expression profiles, but it is unclear whether these subgroupings reflect the full spectrum of disease or how these molecular subtypes relate to histologic descriptions or gender.

**OBJECTIVE:**

Determine whether additional subtypes of ccRCC exist and whether these subtypes are related to von Hippel-Lindau (VHL) inactivation, hypoxia-inducible factor (HIF) 1 and 2 expression, tumor histology, or gender.

**DESIGN, SETTING, AND PARTICIPANTS:**

Six large, publicly available ccRCC gene expression databases were identified that cumulatively provided data for 480 tumors for meta-analysis via meta-array compilation.

**MEASUREMENTS:**

Unsupervised consensus clustering was performed on the meta-arrays. Tumors were examined for the relationship of multigene-defined consensus subtypes and expression signatures of VHL mutation and HIF status, tumor histology, and gender.

RESULTS AND LIMITATIONS:

Two dominant subsets of ccRCC were observed. However, a minor third cluster was revealed that correlated strongly with a wild type (WT) VHL expression profile and indications of variant histologies. When variant histologies were removed, ccA tumors naturally divided by gender. This technique is limited by the potential for persistent batch effect, tumor sampling bias, and restrictions of annotated information.

**CONCLUSIONS:**

The ccA and ccB subsets of ccRCC are robust in meta-analysis among histologically conventional ccRCC tumors. A third group of tumors was identified that may represent a new variant of ccRCC. Within definitively clear cell tumors, gender may delineate tumors in such a way that it could have implications regarding current treatments and future drug development.

Statistic analysis

Detection P-values determined poor performing samples (n=2) and CpG loci (n=8), which were removed from analysis. X chromosome loci were also removed, leaving 1413 CpG loci associated with 773 genes.

Subsequent analyses were conducted in R ([19](http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2755616/?tool=pubmed#R19)). Hierarchical clustering was performed with the hclust function: Manhattan metric and average linkage for CpG loci with the highest variance. For inference, data were clustered using a recursively partitioned mixture model (RPMM) ([20](http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2755616/?tool=pubmed#R20)). Associations between covariates and methylation at individual CpG loci were tested with generalized linear models, accounting for the beta-distribution of average beta as in Hsuing et al. ([21](http://www.ncbi.nlm.nih.gov/pubmed/17220338)). False discovery rate correction via Q–values were computed by the qvalue package ([22](http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2755616/?tool=pubmed#R22)).

Background: Metastasis is believed to progress in several steps including different pathways but the determination and understanding of these mechanisms is still fragmentary. Microarray analysis of gene expression patterns in breast tumors has been used to predict outcome in recent studies. Besides classification of outcome, these global expression patterns may reflect biological mechanisms involved in metastasis of breast cancer. Our purpose has been to investigate pathways and transcription factors involved in metastasis by use of gene expression data sets. Methods: We have analyzed 8 publicly available gene expression data sets. A global approach, "gene set enrichment analysis" as well as an approach focusing on a subset of significantly differently regulated genes, GenMAPP, has been applied to rank pathway gene sets according to differential regulation in metastasizing tumors compared to non-metastasizing tumors. Meta-analysis has been used to determine overrepresentation of pathways and transcription factors targets, concordant deregulated in metastasizing breast tumors, in several data sets. Results: The major findings are up-regulation of cell cycle pathways and a metabolic shift towards glucose metabolism reflected in several pathways in metastasizing tumors. Growth factor pathways seem to play dual roles; EGF and PDGF pathways are decreased, while VEGF and sex-hormone pathways are increased in tumors that metastasize. Furthermore, migration, proteasome, immune system, angiogenesis, DNA repair and several signal transduction pathways are associated to metastasis. Finally several transcription factors e.g. E2F, NFY, and YY1 are identified as being involved in metastasis. Conclusion: By pathway meta-analysis many biological mechanisms beyond major characteristics such as proliferation are identified. Transcription factor analysis identifies a number of key factors that support central pathways. Several previously proposed treatment targets are identified and several new pathways that may constitute new targets are identified.

Introduction

Current cancer classification includes more than 200 types of cancer. For the patient to receive appropriate therapy, the clinician must identify as accurately as possible the cancer type. Although analysis of morphologic characteristics of biopsy specimens is still the standard diagnostic method, it gives very limited information and clearly misses much important tumor aspects such as rate of proliferation, capacity for invasion and metastases, and development of resistance mechanisms to certain treatment agents. To appropriately classify tumor subtypes, therefore, molecular diagnostic methods are needed. The classical molecular methods look for the DNA, RNA or protein of a defined marker that is correlated with a specific type of tumor and may or may not give biological information about cancer generation or progression. However, a major advantage of microarray is the huge amount of molecular information that can be extracted and integrated to find common patterns within a group of samples. As we will show here, microarrays could be used in combination with other diagnostic methods to add more information about the tumor specimen by looking at thousands of genes concurrently. This new method is revolutionizing cancer diagnostics because it not only classifies tumor samples into known and new taxonomic categories, and discovers new diagnostic and therapeutic markers, but it also identifies new subtypes that correlate with treatment outcome.

Each microarray experiment generates thousands of data points and reports are written in a dense technical jargon. It is easy to feel lost when trying to make sense of it all. For this reason, it is important to clearly define certain technical terms as well as goals of microarray experiments. To understand how microarrays are used, the jargon “class” and, more specifically, “known class” must be first defined. A class refers to any characteristic shared by one group of samples but not other samples: e.g., cancer versus normal tissue, metastatic versus primary tumor, responders to cancer treatment versus nonresponders. A “known class” is any differentiating characteristic that the researcher will use to label the tumor samples under study *a priori* the data analysis. The two main goals of microarray studies are: 1) to identify molecular signatures associated with known classes, and 2) to discover new classes. To achieve those goals, two different approaches to data analysis are taken, the Supervised method (first goal above) and the Unsupervised method (second goal)[1](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65027) ([Fig. 1](http://www.ncbi.nlm.nih.gov/books/NBK6624/figure/A65012/?report=objectonly)). To read and understand microarray-based studies, knowledge of these different methods, will greatly help to understand the authors' hypothesis and data interpretation.

Supervised methods of analysis are used predominantly to identify the differences at molecular level between known classes (Class Comparison) and to diagnose or “predict” to which class a new tumor sample belongs (Class Prediction). By contrast, in unsupervised methods, the samples are not labeled to belong to different clinicopathologic classes before data analysis (i.e., “unknown class”). When the purpose of the experiment is to test the hypothesis that the samples are composed of different classes, the approach is called Class Discovery. Class Discovery attempts to identify new sub-classes of tumors in cancers where the actual classification needs more definition: for instance, when the classification does not explain the different patient survival after cancer treatment.

In Class Comparison studies, the purpose is to understand the differences in gene expression that might be responsible for the differences between compared classes of tumors and to, perhaps, find hints on the genes that might deserve further study. In cancer diagnosis, however, Class Comparison is usually incorporated into Class Prediction.

Class Prediction studies build a gene “predictor” based on the genes whose expression differs between the different classes of tumors under study. A predictor is a gene expression-based multivariate function that will use the genes identified in Class Comparison to assign new tumor sample(s) into the correct class ([Fig. 1](http://www.ncbi.nlm.nih.gov/books/NBK6624/figure/A65012/?report=objectonly)). However, this method suffers from one major limitation called over fitting (1). This means that the classification algorithm performs well on the samples from which it was built but poorly on independent samples. Therefore, the validation of the gene predictor is necessary for future clinical applications. The ideal predictor is built with a “training” group of samples and then validated on a “test” group of samples.[2](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65028) Moreover, samples in the test and training groups should be preferentially collected and analyzed at different time points in order to ensure independency between them and to validate the predictor in similar conditions as it might be applied in the future. An important caution should be taken into account. Since the samples are *a priori* classified based on the currently accepted diagnostic tests, which are neither 100% sensitive nor specific, this may decrease the accuracy of the gene predictor by including in the training set a few misclassified samples. Some good examples of this type of study are discussed below.[3](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65029)-[5](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65031)

In Class Discovery studies, the samples are grouped depending on their global gene expression without reference to tumor type, grade or any other characteristic. It analyzes the expression of thousands of genes to try to discover new taxonomic groups within the samples ([Fig. 1](http://www.ncbi.nlm.nih.gov/books/NBK6624/figure/A65012/?report=objectonly)). As an unsupervised method, it will uncover the predominant relationship of the samples' gene signature, which not always

corresponds with the potential clinically relevant relationship. Examples of this kind of studies are discussed later in the chapter.[3](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65029),[5](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65031)-[9](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65035)

##### *Example of Class Prediction*

In 1999, a pioneer study analyzed 38 bone marrow samples from acute leukemia patients.[3](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65029) Acute leukemia can be divided into two groups: acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL). The problem is that for such diagnosis, several diagnostic techniques need to be run because no single one is currently sufficient and even then, the diagnosis is not always correct. The authors used supervised analysis for Class prediction to come up with a list of 50 genes that were differentially expressed between the initial 27 ALL and 11 AML training samples. Then, they apply the predictor of 50 genes to a test set of 34 new leukemia samples independently collected from the training samples. Twenty-nine of the 34 samples that formed the test set were correctly classified, supporting the possibility that in the future gene predictors obtained from larger training set of samples, could be used to supplement existing diagnostic methods. Many of the genes that formed the predictor set encoded for proteins important for cell cycle, cell adhesion, transcription or oncogenes, which could give insights into cancer pathogenesis and pharmacology as well as having diagnostic value. As a second goal of this study, the authors used Class discovery method on the initial 38 leukemia samples to see whether global gene expression analysis could have distinguished between AML and ALL if these two diagnostic classes would not have been known *a priori*. By using self-organizing maps (SOM), where the user specifies the number of classes to be identified, and setting them in two, 24 of the 25 ALL samples were cluster together in one group and 10 of the 13 AML samples were clustered in the second one. This showed that Class discovery studies are able to uncover diagnostic classes of tumor in cases when morphological or phenotypical tests are not, although biological and clinical information seemed necessary to interpret the results.

##### *Examples of Class Discovery: The Basis for Predicting Prognosis*

The next two studies[5](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65031),[7](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65033) are good examples of how Class discovery approach is able to resolve new taxonomic subclasses. The discovery of new classes, when added to clinical information linked to them (as it is survival after treatment), can give very important additional prognostic information.

Alizadeh et al[7](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65033) studied large B-cell lymphoma (DLBCL), the most common subtype of nonHodgkin's lymphoma, for which there are not reliable morphological, clinical, immunohistochemical or genetic diagnostic markers to recognize possible subclasses.[11](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65037) By using unsupervised methods for Class discovery on samples from 40 DLBCL patients, the authors were able to distinguish two previously unknown groups of DLBCL. The two groups were called “germinal center B-like DLBCL” and “activated B-like DLBCL” because the main differences between them were genes involved in B cell activation and in germinal center formation. These two new taxonomic groups are not only biologically relevant, but they also have an important prognostic value, as the authors showed that five years after anthracycline-based chemotherapy treatment, 76% of germinal center B-like DLBCL patients survived, while only 16% of activated B-like DLBCL did.

More recently, Bullinger et al[5](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65031) made a larger scale study on 116 samples from adults with AML including 45 with normal karyotype. Even though karyotype abnormalities are the most powerful prognostic factor in AML patients,[12](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65038),[13](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65039) 35% to 50% of patients showing a normal karyotype have an unpredictable prognosis. Class discovery analysis of all the AML samples divided them into new molecular subclasses. Interestingly, the 45 patients with normal karyotype were divided in two groups that were found to have different survival rates. The authors then built a 133 genes predictor that was able to differentiate among patients with normal karyotype into good and poor prognosis. This study was the first one able to do so in AML patients with normal karyotype. Although the initial purpose of this study was the Class discovery of new subtypes of AML, the complementary clinical information on survival rates allowed the additional prognostic value to the new AML classification.

#### Solid Tumors

Solid tumor biopsies not only contain malignant cells, but may also contain different percentages of fibroblasts, endothelial, and immune cells that will influence the mRNA pool of the sample. Therefore, it was thought that the heterogeneity of cell types within the biopsies would not allow for “clean” cancer specific genetic studies.[14](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65040) For this reason, some authors preferred to purify the tumor cells from the biopsy by laser capture microdisection[15](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65041) before doing gene expression studies. Some studies have shown, however, that the data obtained from the whole tumor is very similar to the data obtained by laser microdisected tumor cells from the same specimens.[16](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65042),[17](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65043) Besides, nonmalignant cells in the tumor microenvironment may play a role in tumor formation, response to treatment and metastases formation.[18](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65044)-[20](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65046) By purifying only malignant cells from the tumor biopsies, not only this information will be lost but it will also increase the cost and time of the procedure, making harder for microarrays to be implemented as a regularly used clinical diagnostic method. The studies below prove that purification of malignant cells might not be necessary to obtain reliable and useful diagnostic information from solid tumors.

##### *Examples of Class Prediction: Improving Treatment Decisions*

Gene expression analysis proved able to detect the metastatic potential of primary tumors.[4](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65030) In this work, 12 metastatic adenocarcinoma nodules of diverse origin (lung, breast, prostate, colorectal, uterus, and ovary) were compared with 64 primary adenocarcinomas representing the same tumor types from different individuals, forming a training set of 76 samples. The authors found 128 genes differentially expressed between the metastatic and the primary tumors and use these genes to build a predictor that was tested to classify primary tumors of different origins (62 lung adenocarcinomas, 78 primary breast adenocarcinomas, 21 prostate adenocarcinomas, 60 medulloblastomas). They found that all the previous tumors were divided into two classes depending on how similar their molecular profile were to the metastases one. The conclusion of the study is that primary tumors carrying the metastases-like gene expression signature were associated with metastasis and worse clinical outcome. Another interesting feature of this work is that the authors used data developed from different laboratories on different array platforms to test their 128 genes predictor.

In a more recent work that analyzed primary head and neck squamous cell carcinomas (HNSCCs) Roepman et al[9](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65035) were able to build a gene predictor that could detect local lymph node metastases using material from primary HNSCCs. The predictor, formed by 102 genes, outperformed current clinical diagnostic methods with an overall predictive accuracy of 86%, while the current diagnostic method had 68%. This improvement in the diagnosis has a lot of relevance for treatment selection and the authors estimated that by using microarrays to diagnose the existence of local metastases, 75% of patients that were really metastasis-free but diagnosed as carrying possible metastases, could have avoided radical neck dissection treatment. This work also presents interesting biological information about the genes differentially expressed between the two classes of primary tumors compared here: those with local metastases and those without local metastases. Interestingly, half of the 102 genes that formed the predictor have unknown role in metastases formation and could give more insights into how this process occurs.

##### *Examples of Class Discovery*

As an example of class discovery study, Bittner et al[6](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65032) were able to identify previously unrecognized subtypes of cutaneous melanoma by gene expression studies of 31 melanoma biopsies. The authors found a group of 19 melanoma tumors that clustered together showing strong similarities at molecular level. Despite the lack of statistical association of this group of melanoma samples with any clinical variable, they showed that samples within this group had reduced motility and invasiveness in in vitro tests respect to samples that didn't belong to the group. This was a nice attempt to use gene expression profiling for the generation of melanoma taxonomy, however it shows the difficulties of doing so when such taxonomy is not linked to easily detectable clinical differences.

Another Class discovery study[8](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65034) was able to differentiate 4 sub-groups of breast tumors: estrogen receptor positive/luminal-like, basal-like, *Erb-B2* positive and normal breast tissue-like, when separating a total of 65 samples according to the expression of 496 genes. Interestingly, the four subtypes were not visible in a first analysis of their data, when they looked at a larger number of genes. The reason for this was the use of different gene selection criteria. The first list of 1,753 genes was based on the assumption that all the samples were independent between each other. However, there were 20 pair-wise comparisons of the same tumors before and after chemotherapy. When trying to group the 65 samples according to their global gene expression, the similarities between the samples coming from the same tumor overcame the similarities between the samples coming from a hypothetical same tumor subtype. Results from this first analysis showed the need to treat pair wise samples as if they belonged to the same tumor subtype and look for other samples that had similar gene expression. These biological criteria were used to create a second list of 496 genes that revealed the 4 breast cancer subtypes; this is an example of how biologist and statistician must work together to resolve the intricacy of gene expression analysis. This new classification of breast tumors has been supported by a follow up study.[21](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65047)

Overall, microarrays have a remarkable potential as a new diagnostic tool in oncology showing substantial improvements over conventional diagnostic and classification criteria for many different types of tumors. Better diagnosis will improve the decision making process to choose the right treatment. Better classification, when combined with treatment response data, will improve cancer prognosis.

## Using Expression Profiles in the Clinic
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### How to Apply a Published Microarray Class Predictor to Classify New Samples

Despite great advances in discovering cancer molecular profiles, the proper application of microarray technology to routine clinical diagnostics is still unresolved. One key limitation is that an individual tumor cannot be classified independently. It needs to be compared to other samples or “standards”, whose classification is known, and which are analyzed under the same conditions as the individual tumor. For this, some points appear to be critical. First, if the predictor was created in the same lab as the sample of interest being analyzed, the sample preparation, array set up, reference sample (for two-color design), slide processing and analysis should be exactly the same as for the original set. The major limitation here might be the availability of the same reference sample. When using one-color design, it is not necessary to use reference sample for hybridization, but all other cautions are essential for the correct classification. Second, if one wants to apply predictor genes discovered in another lab, then the task is more complex. In order to obtain comparable results, usage of the originally established protocol is essential. Recently the question of interlaboratory comparability was addressed for microarray data on human tumor specimens.[22](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65048) This work showed that, under similar technical conditions, a high correlation between gene expressions in repeated samples could be obtained regardless of the laboratory in which the experiments were done. However, even when using the same protocol and microarray platform, it is still necessary to analyze a set of known samples together with the unknown one/s. Furthermore, a large number of samples from several independent datasets are required to guarantee the applicability of the validated profiles.[23](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65049) Although demanding, the application of a molecular profile (previously described in one laboratory) by a second laboratory with a slightly different framework may represent an important benefit. In fact, it helps to define how general or specific to certain situation/s the profile is. For example, a set of 231 genes was described by van't Veer et al[24](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65050) as discriminating for prognosis in node-negative untreated breast cancer patients. However, a different laboratory found that a subset of 93 genes, out of the 231 genes forming the predictor, was valid to make the same discrimination even in a more heterogeneous population of node-positive/negative patients treated with adjuvant therapy.[25](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65051)

Translation of microarray profiles into clinical practice is already beginning in some academic centers in the Netherlands and United States and profiles that have been validated in retrospective studies are now being applied in prospective clinical trials.[26](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65052)

### How to Select Biomarkers from a Microarray Class Predictor

#### [Figure 2](http://www.ncbi.nlm.nih.gov/books/NBK6624/figure/A65023/?report=objectonly)
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A factor that greatly contributes to the difference is the normalization procedure, which is much more precise in microarrays than in RT-PCR. In fact, microarrays generally use

including all genes expressed by the sample (usually a few thousands) since the majority of the genes don't show significant expression variation across all the samples. Consequently, the normalization is not influenced as much (as it is in RT-PCR) when one or a few control (or housekeeping) genes don't behave as such and show variation on their expression among the samples.

Gordon and colleagues[29](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65055) proposed an interesting solution in the form of a ratio-based method of samples classification that circumvents this problem. First, ratios between genes showing opposite expressions in the clinical groups of samples are calculated. Then, samples are assigned to one of the groups accordingly to the value of the ratio. The authors used this approach in two studies. In the first one,[29](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65055) malignant pleural mesothelioma and adenocarcinoma of the lung were differentially diagnosed by means of eight genes. Five were up-regulated and three were down-regulated in mesothelioma respect to adenocarcinoma giving, therefore, 15 ratios. Any individual ratio had at least 90% of accuracy discriminating the tumor samples and they reached 99% when 3 random ratios were combined. In the second one,[30](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65056) the same authors selected some genes from the published microarray data in prostate cancers,[31](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65057),[32](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65058) created the optimal ratio-based test and examined it using RT-PCR in an additional cohort of cancer and normal tissue. A 3-ratio test using 4 genes was 90% accurate distinguishing normal prostate and cancer samples. Thus, the most important feature of this solution is that using gene expression ratios it is possible to avoid the selection of “right” housekeeping genes and the normalization process for assignment of samples to classes.

However, even using conventional normalization of RT-PCR results, the microarray results can be translated into RT-PCR diagnostic profiles. In fact, Lossos and colleagues[33](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65059) studied by RT-PCR 36 genes whose expression had been reported to predict survival in diffuse large-B-cell lymphoma based on microarray data. Six genes that were among the strongest predictors entered the multivariate model and were able to distinguish different survival groups.

Similarly, a diagnostic discrimination between benign and malignant esophageal tissue was proposed using the expression of the most informative genes selected from microarrays and further evaluated by RT-PCR.[34](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65060) In this study, logistic regression and linear discriminant analysis were applied for the selection of clinically useful gene-classifiers. Continuing in the same field of gastrointestinal oncology and following up microarray experiments, Mori et al[35](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65061) found highly specific markers that detected minuscule amounts of cancer cells in cytology-negative peritoneal washings by RT-PCR. Importantly, they prospectively identified a proportion of patients with minimal residual disease that could not be diagnosed and treated otherwise.

Because RT-PCR can easily and fast detect mRNA levels of considerably many genes, and it does not depend on availability of specific reagents (like antibodies), it is the most rapid translation method of microarray observations into clinical practice. ELISA and immunohistochemistry, however, detect proteins in quantitative or semi-quantitative manner. Therefore, these two methods require a more complex procedure for marker selection and validation, since not only the mRNA expression needs to be validated but also the level of the corresponding protein in tissue and or serum.

To increase a chance that marker candidates selected from large scale gene expression data will pass all rigorous validation requirements, results of microarrays from different studies could be screened. An example of a tissue marker discovered using data from several microarray datasets is alpha-methylacyl CoA racemase (AMACR).[36](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65062) AMACR was selected using 4 independent datasets where the gene was over-expressed in prostate cancer comparing to benign prostate tissue. During validation in an independent set of samples, the same results were obtained when measuring mRNA and protein expression using RT-PCR and immunoblot, respectively. Then immunohistochemistry on tissue array was applied to analyze a large number of samples and evaluate clinical utility of AMACR. Interestingly, AMACR immunostaining showed not only good sensitivity (97%) and specificity (100%) for prostate cancer in the whole sample population, but it performed well also in diagnostically challenging cases that needed additional expert pathological review.

Similarly, the proteins villin and moesin were found to be tissue biomarkers that successfully distinguished between colon and ovarian adenocarcinomas.[37](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65063) To do so, the authors measured gene expression and protein levels in tumor cell lines. As a result of these experiments and also based on antibody availability, villin and moesin were selected as candidates for colorectal adenocarcinoma and ovarian adenocarcinoma, respectively. Then, after sequence verification, and corroboration of mRNA expression using Affimetrix array, they validated the protein levels. This was done by protein lysate microarrays followed by immunohistochemistry on tissue microarray where the authors obtained high sensitivity and specificity for both markers. This and the AMACR studies represent good examples on how a multi-step approach including genomic, proteomic, and tissue array profiling, results in selection of very few but efficient diagnostic tissue markers.

From a diagnostic point of view, serum cancer markers are even more important than tissue markers because of their ease of procurement for large screenings for early cancer diagnosis. However, the search for serum markers is the more challenging. In fact, a candidate for serum marker, selected from gene expression profiles, should not only be over-expressed locally in the cancer microenvironment, but also codes for a protein that is secreted to the periphery in sufficient levels to be detected in blood. In this situation, bioinformatics tools like Gene Ontologies are helpful to choose genes with the characteristics of interest (e.g., secreted molecule) among the huge amount of differentially expressed genes.

Ovarian cancer is a good example of discovery of serum markers. This type of cancer is usually diagnosed in advanced stage, when only about 28% of the patients survive 5 years.[38](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65064) In a series of studies, three serum diagnostic candidates (prostatin, osteopontin and creatine kinase B) were evaluated.[37](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65063)-[39](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65065) By microarrays, the authors found these three proteins (among many others) over-expressed in ovarian tumor versus normal cell lines and the three markers were selected based on antibodies availability. After corroboration of the results by real time RT-PCR and immunohistochemistry, the authors screened sera from patients with ovarian cancer, benign disease, and healthy controls by ELISA. The results showed a strong association between increased levels of the markers and ovarian cancer. Perhaps future works combining all three markers and in a larger sample setting will show how useful these three markers could be in diagnostic screening of ovarian cancer.

Overall, microarray expression profiles are an excellent source of useful markers, which will allow the diagnosis of different tumors by conventional techniques in clinical laboratories.

## Perspective
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As the mass of transcriptome data for cancer diagnosis/classification continues to grow and each single study may have a limited power and validity, there is the need for combined analysis of publicly available data. To reach this goal, every new publication in this field is required to follow the MIAME (Minimum Information About a Microarray Experiment) guidelines (described in:[http://www.mged.org/Workgroups/MIAME/miame\_checklist.htm](http://www.mged.org/Workgroups/MIAME/miame_checklist.html)l) and to deposit its microarray data to an open database. For this purpose, two open databases are most commonly used: Gene Expression Omnibus (<http://www.ncbi.nlm.nih.gov/geo/>) and Array Express, (<http://www.ebi.ac.uk/arrayexpress/>). Using this tool, some groups of researchers tried to join data from different microarray works, either to reveal new expression profiles or to select markers for diagnostic assessment by other than microarray techniques.[40](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65066)-[42](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65068) Recently, Rhodes and colleagues[41](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65067) addressed the question of microarray meta-analysis (i.e., combined analysis of the results of different microarray studies) ([Fig. 1](http://www.ncbi.nlm.nih.gov/books/NBK6624/figure/A65012/?report=objectonly)) in order to identify common gene expression signatures of human cancers. Contrary to the other studies focused on a single tissue type and model, they collected and analyzed data from more that 3,700 cancer samples representing more than 10 tissue types. A common transcriptional profile (“meta-profile”) universally activated across most cancer types compared to normal tissue was detected. In addition, more aggressive, undifferentiated cancers showed a distinct meta-signature. This work identified common features of neoplastic transformation and progression and it is a tool for searching potential universal diagnostic markers.

To reach its full potential in cancer diagnosis and classification microarray technology needs improvement of its ancillary technologies such as development of new microarray platforms, statistics and software for analysis and data mining. This will not only simplify technical and analytical procedures but will also make them more precise and cheaper. In addition, inter-laboratory cooperation for ongoing meta-profiles will help produce standardized diagnostic methods utilizing microarrays.

In conclusion, microarrays are beginning to take an important place in clinical oncology practice. Although the main potential success of microarrays is related to evaluation of patients' prognosis, microarrays also improve current clinical diagnostics, discover new diagnostic markers and identify new taxonomic classes of tumors.

**Examples from the Literature**

Over the last few years, many studies have focused on the classification and diagnosis of cancer using microarray technology. Here, we will discuss a few examples that show how this technique can improve on the information given by classical diagnostic methods. The first three studies are in hematological malignancies, for a more extended review on the microarray advances in this area you can read Eber and Golub,[10](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65036) and the next four studies are in solid tumors.

**Hematological Malignancies**

The initial microarray studies were focused on hematological tumors for two main reasons: 1) purification of certain cell populations from the tumor samples is easy according to cell surface markers (for instance, Alizadeh et al purified chronic lymphocyte leukaemia cells by using CD19, a B cell marker) or through Ficoll sedimentation to obtain mononuclear cells from peripheral blood or bone marrow specimens[3](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65029),[5](http://www.ncbi.nlm.nih.gov/books/NBK6624/#A65031) and 2) wide knowledge of hematopoiesis and its genetic regulation helped to understand the complicated gene expression data generated by microarrays.

Abstract

Background: Several DNA microarray based expression signatures for the different clinically relevant thyroid tumor entities have been described over the past few years. However, reproducibility of these signatures is generally low, mainly due to study biases, small sample sizes and the highly multivariate nature of microarrays. While there are new technologies available for a more accurate high throughput expression analysis, we show that there is still a

lot of information to be gained from data deposited in public microarray databases. In this study we were aiming (1) to identify potential markers for papillary thyroid carcinomas through meta analysis of public microarray data and (2) to confirm these markers in an independent dataset using an independent technology.Methods: We adopted a meta analysis approach for four publicly available microarray datasets on papillary thyroid carcinoma (PTC) nodules versus nodular goitre (NG) from N2-frozen tissue. The methodology included merging of datasets, bias removal using distance weighted discrimination (DWD), feature selection/inference statistics,classification/crossvalidation and gene set enrichment analysis (GSEA). External Validation was performed on an independent dataset using an independent technology, quantitative RT-PCR (RT-qPCR) in our laboratory.

Results: From meta analysis we identified one gene (SERPINA1) which identifies papillary thyroid carcinoma against benign nodules with 99% accuracy (n = 99, sensitivity = 0.98, specificity = 1, PPV = 1, NPV = 0.98). In the independent validation data, which included not only PTC and NG, but all major histological thyroid entities plus a few variants, SERPINA1 was again markedly up regulated (36-fold, p = 1:3\*10-10) in PTC and identification of papillary carcinoma was possible with 93% accuracy (n = 82, sensitivity = 1, specificity = 0.90, PPV = 0.76, NPV = 1).We also show that the extracellular matrix pathway is strongly activated in the meta analysis data, suggesting an important role of tumor-stroma interaction in the carcinogenesis of papillary thyroid carcinoma.

Conclusions: We show that valuable new information can be gained from meta analysis of existing microarray data deposited in public repositories. While single microarray studies rarely exhibit a sample number which allows robust feature selection, this can be achieved by combining published data using DWD. This approach is not only efficient, but also very cost-effective. Independent validation shows the validity of the results from this meta

analysis and confirms SERPINA1 as a potent mRNA marker for PTC in a total (meta analysis plus validation) of 181 samples.

Background

Thyroid nodules are endemic in iodine deficient areas,like Europes alpine regions, where they have a prevalence of 10-20%. They are classified by their histology into five main classes: the benign types Nodular Goiter

(NG) and Follicular Thyroid Adenoma (FTA), and the

malignant entities Follicular Thyroid Carcinoma (FTC),

Papillary Thyroid Carcinoma (PTC), Medullary Thyroid

Carcinoma (MTC) and Anaplastic Thyroid Carcinoma

(ATC). Only approximately 5% - 10% of thyroid nodules

are malignant [1], the majority of which are papillary

carcinomas. Conventionally, discrimination between

benign and malignant thyroid nodules is attempted by

fine needle aspiration biopsy (FNAB) followed by cytological

assessment. Despite many advances in the diagnosis

and treatment of thyroid nodules and thyroid cancer,

these methods have a well known low specificity [2],

resulting in an ‘indeterminate’ or ‘suspicious’ diagnosis

in 10% - 20% of cases. These patients usually undergo

surgery, although in only 20% of these cases the nodules

are actually malignant [3,4]. This leads to a number of

patients unnecessarily treated for malignant disease.

In other types of cancer it has been shown that gene

expression profiling can add substantial value to the discrimination

of the different clinically relevant tumorentities

[5,6]. To date, many studies have tried to classify

the different entities of thyroid carcinoma on the basis

of their gene expression profiles. Each study has published

a gene list which they believe discriminates

between benign and malignant thyroid nodules or

between different tumor entities. However, the lists have

no or very few genes in common and applying a classifier

from one study to the data from another study generally

yields poor classification results. A notable

exception to this are the studies from Jarzab et al. and

Eszlinger et al. [7,8] who established a 20-gene signature

for PTC which they were able to apply to another study

and classify all samples correctly.

Here we focus on Papillary Thyroid Carcinoma (PTC),

which is the most common and therefore most extensively

studied form of thyroid cancer. We hypothesised,

that feature selection based on a larger sample cohort

will be more robust than using single studies, so we

decided for a meta analysis approach which allows us to

analyse all publicly avail-able datasets (99 samples) for

PTC with one common analysis approach. From this

dataset we were able to identify SERPINA1 as a single

gene which allows to discriminate between PTC and

benign nodules or healthy tissue with 99% accuracy (one

misclassification). To validate these findings and to

quantify the discriminatory power of SERPINA1 for the

detection of PTC, we performed RT-qPCR experiments

on an independent set of thyroid nodules (instantaneous

sections) measuring the mRNA levels of SERPINA1. In

contrast to the meta analysis data, we included not only

PTC and benign nodules but also all other histological

entities of thyroid nodules plus rare histological variants

(follicular variant and tall cell PTC). Despite the marked

overrepresentation of these difficult to diagnose histological

variants, the classification accuracy was still as high

as 93%.

Encouraged by the high classification accuracy in the

independent validation data, showing the validity of our

meta analysis approach, we went on to perform Gene

Set Enrichment Analysis (GSEA) on the meta-analysis

microarray data to elucidate some of the specific

mechanisms involved in papillary thyroid tumorigenesis.

Results

Data Integration

Data Integration was performed using Distance

Weighted Discrimination (DWD) [9]. Figure 1 shows

the effect of DWD integration on the first two principal

components (PC) and on hierarchical clustering. DWD

removes the dataset bias very efficiently while preserving

the biological information. Discretisation methods and

bayesian methods were not able to remove the clustering

by dataset in PCA or hierarchical clustering (data

not shown).

Classification

First, and as a quality measure for each study, each dataset was taken separately (before DWD-integration) and a

pamr classification and leave-one-out cross-validation

(loocv) was performed. The results of the cross-validations

are near perfect with single samples classifying wrongly.

However, with the exception of the classifier from the He

dataset, none of these classifiers can be applied to any of

the other datasets. Classification results are rarely ever

higher than expected by chance. If, however, one uses the

DWD-integrated data, the classifiers already fit much

better (see Table 1).

Then a pamr - classifier for the distinction of PTC versus

various types of benign thyroid tissue was built for

the complete DWD-integrated dataset and validated in a

leave-one-out crossvalidation. This identified a one gene

classifier, which classifies 99% of samples correctly in

leave-one-out-crossvalidation (loocv). The discriminative

gene is SERPINA1. If one removes the SERPINA1-probe

from the analysis, pamr again finds a classifier with 99%

accuracy in loocv, this time using a 9-gene signature.

Removing these 9 genes yields another 9-gene classifier

with a similar performance (99% accuracy), and further

an 11-gene classifier with 99% accuracy. In all of these

cases, the same sample is misclassified. The expression

profile of these genes is visualised in the Figure 2.
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