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*Abstract*—Today’s growing world has totally became the great example for the use of digital technology. Over the recent years, everything is going online and internet has become the keen provider for the required resources. Considering, these development in our mind the most important domain is the rapid and sudden development of crypto currency during these times is the most controversial development in the global economy. Adding to it, today’s market is most critical that even good practitioner cannot predict the things since, the fluctuation and the volatile market of this Bitcoin currency led the confusion among the investors. So, this paper mainly focusses on the various approaches to predict and hence to forecast the fluctuating price of the Bitcoin. The various machine learning based approaches are discussed here with good accuracy so that there should not be any blind decision taken regarding investments particularly in the Bitcoin trading. The results of this paper verifies the applicability of model and give a direction to investors on how these machine learning techniques are used in decision making.
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# *Introduction*

Transfer of direct money from a person to another is hectic and also there is a chance of loss of money in many ways so the digital currency which is named Crypto currency is introduced. Bitcoin is the worlds’ most valuable cryptocurrency and is traded on over 40 exchanges worldwide accepting over 30 different currencies. It is one of the most popular cryptocurrencies around the world. However, it is not the first cryptocurrency that appears in the world. Satoshi Nakamoto first introduced Bitcoin and the concept of Blockchain in one of his papers in 2008[luo].It has a current market capitalization of 9 billion USD according to https://www.blockchain.info/ and sees over 250,000 transactions taking place per day.[mcnally] Digital currency is a method for trade which is web based and utilizes cryptographical capacities to perform money related exchanges. . The principle highlight of cryptographic money is that it isn't constrained by any fundamental power: the circulated pith of the blockchain makes digital forms of money hypothetically invulnerable to the old methods of government control and obstruction. Digital currencies support blockchain innovation to pick up decentralization, permanence, and straightforwardness. Bitcoin is an advanced installment that uses cryptographic money and distributed (P2P) mechanization to produce and oversee financial exchanges instead of a focal power. Time arrangement estimating or expectation is a notable issue [mahendra2020]. With a market capitalization of around 170 billion US dollar (September 2020), bitcoin represents about 58% of the cryptocurrency market.[1s2.0]

As Bitcoin's price has very high volatility, many people are attracted to the research of predicting the price trend of Bitcoin because investors have a chance to gain high profit from the price change. As more and more researches focus on the topic, the methods used for prediction also expand from only time series models to machine learning models and deep learning models. The input feature sets also expand from historical price and exchange volume to text data from social media, news, internet search, and more.[luo2020].

In this paper , we are going to predict the closing price and will be showing the price trends for the same. These predicted prices will be based on the previously observed and studied data form a dataset taken for building the project. The main input parameters which will be taken into consideration is that the opening price of the Bitcoin , how much it has gone high during the span of the day and the low price it has acquired. On this basis, the price at which it is going to close at the end of the day is the key prediction we have done while framing the various machine learning models. We have used the Multiple Linear Regression[MLR], Random Forest Algorithm and Support Vector Regression[SVR] for prediction purpose. Also we have plotted various graphs which will depict the actual and the predicted value trends for clear visualization purpose.

# LITERATURE REVIEW

The studies which are carried out for the prediction of Bitcoin prices are quite good to study since they are very few by implementing through machine learning algorithm concepts. But there are also some relevant studies carried out which gives the total review of how should we carry out our implementation towards this domain of Bitcoin price prediction.

[1](mcnally2018) performed the study on the dataset where they have used various deep learning algorithms and finally came to the conclusion that deep learning models such as the RNN and LSTM are evidently effective for Bitcoin prediction with the LSTM more capable for recognizing longer-term dependencies. Their results mainly says that , the LSTM achieved the highest classification accuracy of 52% and a RMSE of 8%. The popular ARIMA model for time series forecasting is implemented as a comparison to the deep learning models. As expected, the non-linear deep learning methods outperform the ARIMA forecast which performs poorly.

[2](mahendra2020) mainly depicted the top deep learning approaches for the price prediction. As only predicting the price does not mean that we are done, so they have prepared the Python based GUI application (i.e API) for the real time calculation of the price based on the given input parameters. The most common deep learning approaches Long Short Term Memory (LSTM) , Gated Recurrent Unit (GRU), Gated Recurrent Unit (GRU) and Support Vector Machine are used for model building and evaluation. They tried to predict the value using deep learning and want to compare it with the machine learning model (SVM) but they got negative approach at that point. So it can be inferred that deep learning models take long time to train. Prediction of bitcoin price was a complicated task as it is based on large dataset.

[3](luo2020) In this research, they used historical Bitcoin transaction data, Twitter data, and COVID-19 data. They collected data from 1st January 2020 to 31st July 2020 from online open sources. Features of the transaction data includes Open, High, Low, Close prices, and Trading Volume. They formulated the data to four input feature sets, including: (1) Historical Bitcoin exchange data; (2) Historical Bitcoin exchange data + COVID-19 data (recovery, confirmed, death); (3) Historical Bitcoin exchange data + Twitter data; (4) Historical Bitcoin exchange data + COVID-19 data (recovery, confirmed, death) + Twitter data. And implemented four machine learning models including (1) Random forest; (2) Decision tree; (3) AdaBoost; (4) Support vector machine. Finally, they concluded that (1) Twitter data improve the performance of models. (2) People consider the information within 5 days when they make decisions on investments. (3) Support vector machine does not perform well in predicting Bitcoin return or price trend. (4) COVID-19 data does not help improve the prediction.

[4](A research on) predicted Bitcoin price by using various machine learning algorithms including Linear Regression Model, Random Forest, K-nearest Neighbour Algorithm, Naïve Bayes, etc .They performed the analysis by mentioning the how they carried out the steps to build the models. Also they mentioned the various techniques to perform such predictions with the advantages and disadvantages to get proper idea and concluded that survey report will be just introducing modules of Bitcoin price prediction and machine algorithms. The Comparison table of ML algorithm model accuracy which tells that the Linear regression model will have most accuracy then the other algorithms. In that paper they concluded that the linear regression algorithm is more efficient then the other algorithms.
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