Predictive Models in Education

INFO 4100 Learning Analytics

[[Shuhui Zhu, sz649]]

In this homework, you will go through all of the basic steps of conceptualizing, building, and evaluating predictive models.

Learning Objectives:

1. Understand how to identify a problem that can be encoded as a prediction task
2. Identify appropriate outcome variables and predictor variables
3. Create new features based on existing data
4. Build and evaluate several different prediction models

# Part 1: Loading the Dataset

You will analyze the Assisstments dataset from the previous homework, which means that you are already familiar with the properties of the data. To refresh your memory, here is some general information about the dataset: it provides question-level data of students practicing math problems in academic year 2004-2005 using the [Assisstments platform](https://www.assistments.org/). On this platform, students can attempt a problem many times to get it right and they can ask for more and more hints on a problem until the final hint tells them what the answer is. Based on the first few lines of data, and what we know about the dataset, we can infer the following:

* *studentID* is an identifier for students
* *itemid* is an identifier for math questions
* *correctonfirstattempt* is an indicator of whether a student answered correctly on the first attempt
* *attempts* is the number of answer attempts required
* *hints* the number of hints a student requested
* *seconds* time spent on the question in seconds
* the remaining columns provide start and end times and dates for each question

The dataset is in **long format** (1 row = 1 event) instead of wide format (1 row = 1 individual). However, as you can see from the *attempts* variable, you do not have data on each attempt, but a question-level rollup. The data is at the student-question level, which means that there is one row for each question a student attempted that summarizes interaction with the question (performance indicators and time spent).

Start by loading the tidyverse package and the dataset:

library(tidyverse, quietly = T)

## Warning: package 'tidyverse' was built under R version 4.0.5

## -- Attaching packages --------------------------------------- tidyverse 1.3.1 --

## v ggplot2 3.3.3 v purrr 0.3.4  
## v tibble 3.1.0 v dplyr 1.0.6  
## v tidyr 1.1.3 v stringr 1.4.0  
## v readr 1.4.0 v forcats 0.5.1

## Warning: package 'ggplot2' was built under R version 4.0.5

## Warning: package 'tibble' was built under R version 4.0.5

## Warning: package 'tidyr' was built under R version 4.0.5

## Warning: package 'readr' was built under R version 4.0.5

## Warning: package 'purrr' was built under R version 4.0.5

## Warning: package 'dplyr' was built under R version 4.0.5

## Warning: package 'forcats' was built under R version 4.0.5

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

asm = readRDS("info4100.data.assisstments.rds")

# Part 2: Problem Identification

In the real world, we usually start by identifying the problem and then collect data. Here we have a dataset to work with. So what problems might we solve? Here are some ideas:

* predict dropout, (how long) will students stay engaged to intervene before they disengage
* predict correctness on first attempt to start adapting content for at-risk students
* predict time spent, predict number of hints for improving the experience

For the purpose of this homework, we are going to predict dropout. It’s a common problem and it is at the student-level, which simplifies methodological considerations.

We can set this up two different ways:

* As a regression problem, the outcome can be the number quizzes completed i.e. how far did you get
* As a classification problem, the outcome can be returning after a given point – e.g. of those students who have come in and finish 100 questions, how many are going to do at least 300 questions?

For both outcomes, you will need to assume that you are observing these students for a while (say until they finished 100 questions) and then you try to predict the future. You can use the data you observed to make predictions but nothing thereafter.

# Part 3: Data Collection

Which of the variables in the dataset will be used. First, what is the outcome? Second, what are the predictors?

### Outcomes

* For the regression problem we are interested in the number (i.e. numeric) of quizzes.
* For the classification problem we are interested in whether (i.e. binary) they go on to complete at least 300, after completing 100 questions.

### Predictors

* there are no user attributes in this dataset (socio-demographic or other)
* however, you have access to information about quiz-taking that can be used to engineer features

# Part 4: Feature Engineering

This is where you create the dataset that you will use in the prediction model. **You need a student-level dataset.** Check out the previous homework to see how to use the group\_by and summarise functions from the tidyverse package to achieve this.

Usually, feature engineering focuses on just the predictors, but let’s also create the outcomes in this section.

**Question 1:** Create a dataset (call it *asm\_outcomes*) that has for each student the number of quizzes completed and and indicator of whether that below 300 (i.e. dropped out before). You are looking for a dataset with 912 rows (# of unique students) and three columns: studentID, num\_quiz, quiz300. You can refer to the last HW for help.

#######################################  
####### BEGIN INPUT: Question 1 #######  
#######################################  
library(dplyr)  
asm\_outcomes <- asm %>%  
 group\_by(studentID) %>%  
 summarise(num\_quiz = n())  
asm\_outcomes$quiz300 <- as.numeric(asm\_outcomes$num\_quiz > 300)  
asm\_outcomes

## # A tibble: 912 x 3  
## studentID num\_quiz quiz300  
## <int> <int> <dbl>  
## 1 136 518 1  
## 2 137 687 1  
## 3 139 538 1  
## 4 140 522 1  
## 5 141 113 0  
## 6 142 5 0  
## 7 143 560 1  
## 8 144 281 0  
## 9 145 593 1  
## 10 146 465 1  
## # ... with 902 more rows

#######################################  
#######################################

Now let’s engineer some features to predict dropout. I will leave this up to your creativity. You can create as many features as you can think of. You can also evaluate them by looking at their correlation with the outcome if you like. Here is just one example to get you started. I’ll create a feature that is the total time spent so far working on questions.

However, there is one critical step not to forget. The features can only be computed using data up to the 100th quiz, given the prediction problem. You will need to throw out the rest. First, keep only the first 100 question records for each student. In this dataset, it takes some (cumbersome) data processing because of how the dates are formatted.

Here is one way to do it: We make a timestamp that can be rank ordered. Then we create a variable i that counts the question order for each student. Now that we know the order in which questions were answered, we can filter out all but the first 100.

# We first need to go through this tedious process of   
# dealing with the dates to make them sortable  
  
# convert to character string  
asm$start\_day = as.character(asm$start\_day)   
# split up e.g. 03-OCT-05  
start\_day\_split = strsplit(asm$start\_day, split = "-", fixed = T)  
# get the day  
asm$start\_d = unlist(lapply(start\_day\_split, first))  
# get the year, add 20 in front  
asm$start\_y = paste0(20, unlist(lapply(start\_day\_split, last)))   
# get/convert month  
asm$start\_m = match(unlist(lapply(start\_day\_split, function(x) x[2])), toupper(month.abb))   
# convert time to character string  
asm$start\_time = as.character(asm$start\_time)   
# concat it all  
asm$start\_timestamp = paste0(asm$start\_y, asm$start\_m, asm$start\_d, asm$start\_time)   
  
# Compute the order in which students answered questions, keep first 100  
asm\_sub = asm %>%   
 group\_by(studentID) %>%  
 mutate(i = rank(start\_timestamp, ties.method = "random")) %>%  
 filter(i <= 100)

**Question 2:** Now that you have a dataset with only the information in it that you can use for prediction, you can start engineering features. Below, you should engineer 10-15 features. Be creative, think about what behaviors could signal that a student will/won’t drop out.

#######################################  
####### BEGIN INPUT: Question 2 #######  
#######################################  
  
# Now using the asm\_sub dataset we can finally compute features like total time  
asm\_features = asm\_sub %>%   
 group\_by(studentID) %>%  
 summarise(  
 cnt = n(),  
 total\_time = sum(seconds), #--1  
 avg\_time = 1/mean(seconds), #--2  
 avg\_correct\_first = mean(correctonfirstattempt), #--3  
 avg\_hints = mean(hints), #--4  
 avg\_attempts = mean(attempts), #--5  
 avg\_month = sd(start\_m), #--6  
 std\_start\_d = sd(start\_d),#--7  
 std\_sec = sd(seconds), #--8  
 std\_attempts = sd(attempts), #--9  
 std\_hints = sd(hints), #--11  
 diff\_attempts\_sec = sum(seconds)/sum(attempts+1)) #--10  
 # TODO: You create some more features here for prediction  
  
  
  
# check out your features to make sure you don't have   
# missing values and the distributions look reasonable  
# if there are missing values (NAs) then you should handle them before moving on  
asm\_features[rowSums(is.na(asm\_features)) > 0, ]

## # A tibble: 6 x 13  
## studentID cnt total\_time avg\_time avg\_correct\_first avg\_hints avg\_attempts  
## <int> <int> <int> <dbl> <dbl> <dbl> <dbl>  
## 1 479 1 28 0.0357 0 0 1  
## 2 5001 1 11 0.0909 0 1 0  
## 3 6134 1 340 0.00294 0 2 2  
## 4 6141 1 51 0.0196 0 3 1  
## 5 6620 1 270 0.00370 0 1 1  
## 6 6664 1 281 0.00356 0 1 0  
## # ... with 6 more variables: avg\_month <dbl>, std\_start\_d <dbl>, std\_sec <dbl>,  
## # std\_attempts <dbl>, std\_hints <dbl>, diff\_attempts\_sec <dbl>

asm\_features[is.na(asm\_features)] <- 0  
  
summary(asm\_features)

## studentID cnt total\_time avg\_time   
## Min. : 136.0 Min. : 1.00 Min. : 11 Min. :0.002911   
## 1st Qu.: 447.8 1st Qu.:100.00 1st Qu.: 3202 1st Qu.:0.015007   
## Median : 745.5 Median :100.00 Median : 4426 Median :0.019804   
## Mean :1088.0 Mean : 85.58 Mean : 4463 Mean :0.022594   
## 3rd Qu.:1054.2 3rd Qu.:100.00 3rd Qu.: 5726 3rd Qu.:0.025738   
## Max. :6802.0 Max. :100.00 Max. :11264 Max. :0.240000   
## avg\_correct\_first avg\_hints avg\_attempts avg\_month   
## Min. :0.0000 Min. :0.0000 Min. :0.000 Min. :0.0000   
## 1st Qu.:0.2700 1st Qu.:0.3479 1st Qu.:1.306 1st Qu.:0.4094   
## Median :0.3900 Median :0.6633 Median :1.490 Median :0.6110   
## Mean :0.3957 Mean :0.7645 Mean :1.518 Mean :1.4529   
## 3rd Qu.:0.5100 3rd Qu.:1.1000 3rd Qu.:1.680 3rd Qu.:2.8086   
## Max. :1.0000 Max. :3.5000 Max. :5.000 Max. :5.5701   
## std\_start\_d std\_sec std\_attempts std\_hints   
## Min. : 0.000 Min. : 0.00 Min. :0.0000 Min. :0.0000   
## 1st Qu.: 3.671 1st Qu.: 45.18 1st Qu.:0.9551 1st Qu.:0.8203   
## Median : 6.320 Median : 59.89 Median :1.1989 Median :1.1859   
## Mean : 5.734 Mean : 64.63 Mean :1.2929 Mean :1.1002   
## 3rd Qu.: 7.686 3rd Qu.: 78.78 3rd Qu.:1.4976 3rd Qu.:1.4276   
## Max. :14.537 Max. :399.69 Max. :5.6569 Max. :3.8513   
## diff\_attempts\_sec  
## Min. : 1.389   
## 1st Qu.: 15.805   
## Median : 19.733   
## Mean : 22.347   
## 3rd Qu.: 26.148   
## Max. :281.000

#######################################  
#######################################

Lastly, you will need to merge the two datasets back together: the one with the outcome data and the one with the features. This dataset should have 912 rows.

asm\_combined = left\_join(asm\_features, asm\_outcomes, by = "studentID")  
nrow(asm\_combined)

## [1] 912

asm\_combined

## # A tibble: 912 x 15  
## studentID cnt total\_time avg\_time avg\_correct\_first avg\_hints avg\_attempts  
## <int> <int> <int> <dbl> <dbl> <dbl> <dbl>  
## 1 136 100 4169 0.0240 0.48 0.4 1.62  
## 2 137 100 3191 0.0313 0.44 0.77 1.48  
## 3 139 100 3414 0.0293 0.28 1.42 1.51  
## 4 140 100 4856 0.0206 0.4 0.37 1.71  
## 5 141 100 8709 0.0115 0.55 0.14 1.79  
## 6 142 5 440 0.0114 0 0.6 1.6   
## 7 143 100 3554 0.0281 0.24 1.47 1.52  
## 8 144 100 6687 0.0150 0.67 0.32 1.25  
## 9 145 100 3422 0.0292 0.58 0.38 1.5   
## 10 146 100 4768 0.0210 0.3 1.17 1.5   
## # ... with 902 more rows, and 8 more variables: avg\_month <dbl>,  
## # std\_start\_d <dbl>, std\_sec <dbl>, std\_attempts <dbl>, std\_hints <dbl>,  
## # diff\_attempts\_sec <dbl>, num\_quiz <int>, quiz300 <dbl>

# Part 5: Feature Selection

This step is usually needed when you have thousands of features, or more features than data points. One option is to remove features that are not predictive, another is to combine many weaker features into one stronger one. A common method for the latter is Principle Component Analysis (PCA).

For now, I am assuming you created about 10-15 features in step 3. If you only have 5 or so, go back and come up with more.

**Question 3:** Take the opportunity to evaluate your features. Check out the correlation, make plots to see if you are perhaps trying to fit a straight line when the relationship is quadratic or cubic. If so, go back and refine your features.

#######################################  
####### BEGIN INPUT: Question 3 #######  
#######################################  
  
# Specify your own feature variables here  
outcome\_vars = c("total\_time", "avg\_time", "avg\_correct\_first", 'avg\_hints', 'avg\_attempts','avg\_month','std\_start\_d','std\_sec','std\_attempts','std\_hints','diff\_attempts\_sec','num\_quiz','quiz300')   
  
# Look at their correlation  
cor(asm\_combined)[,outcome\_vars]

## total\_time avg\_time avg\_correct\_first avg\_hints  
## studentID -0.386042664 0.16602574 0.001047651 0.030074596  
## cnt 0.636035698 -0.11186931 0.098177604 -0.034518506  
## total\_time 1.000000000 -0.44879457 0.120274498 -0.179178920  
## avg\_time -0.448794566 1.00000000 0.101537788 0.020081955  
## avg\_correct\_first 0.120274498 0.10153779 1.000000000 -0.816654207  
## avg\_hints -0.179178920 0.02008196 -0.816654207 1.000000000  
## avg\_attempts 0.207108243 -0.24344427 -0.221394350 -0.039716685  
## avg\_month 0.450841201 -0.23332734 0.003697975 -0.056597396  
## std\_start\_d 0.611552004 -0.26807708 0.146743412 -0.148749011  
## std\_sec 0.379609353 -0.51801692 -0.098435516 -0.012255301  
## std\_attempts 0.208826288 -0.22891934 -0.220662033 0.066402674  
## std\_hints 0.001309867 -0.05418335 -0.647759620 0.775409274  
## diff\_attempts\_sec 0.142115234 -0.45025819 -0.093020952 -0.006199242  
## num\_quiz 0.131437185 0.10970760 0.127248406 -0.033185194  
## quiz300 -0.074711724 0.14611246 0.127623478 -0.029728148  
## avg\_attempts avg\_month std\_start\_d std\_sec  
## studentID -0.18377786 -0.166929659 -0.39434494 -0.03223748  
## cnt 0.00825062 0.190284615 0.56304835 -0.14018853  
## total\_time 0.20710824 0.450841201 0.61155200 0.37960935  
## avg\_time -0.24344427 -0.233327343 -0.26807708 -0.51801692  
## avg\_correct\_first -0.22139435 0.003697975 0.14674341 -0.09843552  
## avg\_hints -0.03971669 -0.056597396 -0.14874901 -0.01225530  
## avg\_attempts 1.00000000 0.151571261 0.07443812 0.53093664  
## avg\_month 0.15157126 1.000000000 0.24348430 0.27900899  
## std\_start\_d 0.07443812 0.243484297 1.00000000 0.13642198  
## std\_sec 0.53093664 0.279008986 0.13642198 1.00000000  
## std\_attempts 0.78810248 0.159625306 0.08356574 0.49653904  
## std\_hints 0.12464223 0.044730057 0.02035424 0.05966079  
## diff\_attempts\_sec -0.02587550 0.116453223 -0.01593698 0.43860694  
## num\_quiz -0.08547491 -0.190247937 0.23833710 -0.28657279  
## quiz300 -0.11703105 -0.283873052 0.11942403 -0.27110496  
## std\_attempts std\_hints diff\_attempts\_sec num\_quiz  
## studentID -0.20533113 -0.168901673 0.263123695 -0.40298119  
## cnt 0.08397543 0.170199325 -0.344835727 0.64927941  
## total\_time 0.20882629 0.001309867 0.142115234 0.13143719  
## avg\_time -0.22891934 -0.054183345 -0.450258187 0.10970760  
## avg\_correct\_first -0.22066203 -0.647759620 -0.093020952 0.12724841  
## avg\_hints 0.06640267 0.775409274 -0.006199242 -0.03318519  
## avg\_attempts 0.78810248 0.124642228 -0.025875501 -0.08547491  
## avg\_month 0.15962531 0.044730057 0.116453223 -0.19024794  
## std\_start\_d 0.08356574 0.020354245 -0.015936981 0.23833710  
## std\_sec 0.49653904 0.059660791 0.438606940 -0.28657279  
## std\_attempts 1.00000000 0.185124328 -0.040866711 -0.01424960  
## std\_hints 0.18512433 1.000000000 -0.161084184 0.07110902  
## diff\_attempts\_sec -0.04086671 -0.161084184 1.000000000 -0.35870900  
## num\_quiz -0.01424960 0.071109022 -0.358709003 1.00000000  
## quiz300 -0.05653139 0.010419360 -0.276183871 0.82261259  
## quiz300  
## studentID -0.24773508  
## cnt 0.36768252  
## total\_time -0.07471172  
## avg\_time 0.14611246  
## avg\_correct\_first 0.12762348  
## avg\_hints -0.02972815  
## avg\_attempts -0.11703105  
## avg\_month -0.28387305  
## std\_start\_d 0.11942403  
## std\_sec -0.27110496  
## std\_attempts -0.05653139  
## std\_hints 0.01041936  
## diff\_attempts\_sec -0.27618387  
## num\_quiz 0.82261259  
## quiz300 1.00000000

# Make whatever plots you find helpful here  
plot(asm\_combined$total\_time, asm\_combined$num\_quiz)
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plot(asm\_combined$avg\_time, asm\_combined$num\_quiz) # time feature is adjusted based on the original graph
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plot(asm\_combined$avg\_correct\_first, asm\_combined$num\_quiz)
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plot(asm\_combined$avg\_hints, asm\_combined$num\_quiz)

![](data:image/png;base64,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)

#######################################  
#######################################

# Part 6: Model Selection and Building

Before we can start building models, we need to split our dataset into a training and a test set. (Note that it we should usually do this before feature engineering so that we are not influenced in our choices by data that we shouldn’t be seeing. But then we would have to do the engineering twice. So let’s just do it here.)

The dataset is now quite small: 912 students. We do want enough data to train our model, so let’s do a 80/20 split: 80% training, 20% test. It is important that the split is **random**. Why? Because we want it to be a representative sample.

# Sample 80% of studentIDs for training and the rest is for testing,   
# you want a vector of studentIDs  
ids\_train = sample(asm\_combined$studentID, size = 912 \* 0.8)  
   
# Split the dataset into two; use filter() and %in% to select rows  
train = asm\_combined %>% filter(studentID %in% ids\_train)  
test = asm\_combined %>% filter(!studentID %in% ids\_train)

### Need a just-in-time R tutorial?

<https://www.datacamp.com/community/tutorials/machine-learning-in-r>

### Before you start building

You should only use predictor variables that make sense. For example, your dataset has the studentID variable which does not make sense to use as a predictor, so you need to make sure you don’t use it. You also should not use outcome measures as predictors. You created two different outcome measures. Make sure you don’t accidentially use one of them as a predictor.

### Linear regression

**Question 4:** Fit a linear regression model using the lm() function like this:

* lm(outcome ~ predictor1 + predictor2 + predictor3, data = train)

#######################################  
####### BEGIN INPUT: Question 4 #######  
#######################################  
  
m\_linreg = lm(num\_quiz ~ total\_time + avg\_time + avg\_correct\_first + avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec + std\_attempts + std\_hints + diff\_attempts\_sec, data = train)  
  
#m\_linreg\_binr = lm(quiz300 ~ total\_time + avg\_time + avg\_correct\_first + avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec + std\_attempts + std\_hints + diff\_attempts\_sec, data = train)  
  
  
# the output are the coefficients:  
m\_linreg

##   
## Call:  
## lm(formula = num\_quiz ~ total\_time + avg\_time + avg\_correct\_first +   
## avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec +   
## std\_attempts + std\_hints + diff\_attempts\_sec, data = train)  
##   
## Coefficients:  
## (Intercept) total\_time avg\_time avg\_correct\_first   
## 250.56539 0.02239 -801.41191 129.09556   
## avg\_hints avg\_attempts avg\_month std\_start\_d   
## 12.61517 -53.82476 -25.46018 7.65532   
## std\_sec std\_attempts std\_hints diff\_attempts\_sec   
## -1.93145 49.76233 37.61158 -2.43548

# m\_linreg\_binr  
#######################################  
#######################################

### Logistic regression

**Question 5:** Fit a logistic regression model using the glm() function like this:

* glm(outcome ~ predictor1 + predictor2 + predictor3, data = train, family = “binomial”)

#######################################  
####### BEGIN INPUT: Question 5 #######  
#######################################  
  
# m\_logreg = glm(num\_quiz ~ total\_time + avg\_time + avg\_correct\_first + avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec + std\_attempts + std\_hints + diff\_attempts\_sec, data = train, family = "gaussian")  
  
m\_logreg = glm(quiz300 ~ total\_time + avg\_time + avg\_correct\_first + avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec + std\_attempts + std\_hints + diff\_attempts\_sec, data = train, family = "binomial")

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

# the output are the coefficients:  
m\_logreg

##   
## Call: glm(formula = quiz300 ~ total\_time + avg\_time + avg\_correct\_first +   
## avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec +   
## std\_attempts + std\_hints + diff\_attempts\_sec, family = "binomial",   
## data = train)  
##   
## Coefficients:  
## (Intercept) total\_time avg\_time avg\_correct\_first   
## 1.497e+01 2.265e-03 -1.260e+02 5.676e+00   
## avg\_hints avg\_attempts avg\_month std\_start\_d   
## 1.471e+00 -6.012e+00 -4.589e-01 6.614e-02   
## std\_sec std\_attempts std\_hints diff\_attempts\_sec   
## 8.261e-03 2.360e-01 -6.859e-01 -9.031e-01   
##   
## Degrees of Freedom: 728 Total (i.e. Null); 717 Residual  
## Null Deviance: 951   
## Residual Deviance: 617.3 AIC: 641.3

# m\_logreg\_binr  
#######################################  
#######################################

### k Nearest Neighbor

**Question 6:** Fit a kNN model using the knn() function from the class package. However, note that the syntax starts to get different here, and you would usually do some tuning, e.g. choosing the right value of *k*. For this case, just choose a number between 1 and 5. The function takes the predictor matrix for training and testing, and a vector of outcomes (binary) for training.

* knn(train = training\_predictors, test = testing\_predictors, cl = training\_outcome, k = k)

#######################################  
####### BEGIN INPUT: Question 6 #######  
#######################################  
input\_vars = c("total\_time", "avg\_time", "avg\_correct\_first", 'avg\_hints', 'avg\_attempts','avg\_month','std\_start\_d','std\_sec','std\_attempts','std\_hints','diff\_attempts\_sec')   
  
# install.packages("class") # uncomment to install the class package, then delete  
library(class)

## Warning: package 'class' was built under R version 4.0.5

m\_knn = knn(train = train[, input\_vars], test = test[, input\_vars], cl = train$quiz300, k = 3)  
  
# the output are the predictions:  
m\_knn

## [1] 1 0 1 1 0 0 1 0 1 0 0 0 0 1 1 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 1 0 1 0 0 0 1  
## [38] 1 0 1 0 0 1 0 0 0 1 0 1 1 0 1 1 1 0 1 0 0 0 0 1 1 1 1 1 1 0 1 1 0 1 0 0 0  
## [75] 1 0 0 0 1 1 0 0 1 1 1 1 0 0 1 0 0 0 0 1 1 1 0 0 1 1 0 0 1 1 0 1 1 0 1 0 1  
## [112] 0 1 1 0 1 0 1 1 0 0 0 0 0 0 0 0 1 0 1 0 1 1 1 1 0 0 1 1 0 0 0 0 1 1 0 0 1  
## [149] 1 1 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1 1 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0  
## Levels: 0 1

#######################################  
#######################################

### Classification and Regression Trees

**Question 7:** Fit a CART model using the rpart() function from the rpart package. The syntax is pretty similar to the linear/logistic regression models. To build a classification tree you specify method as ‘class’, for a regression tree you specify it as ‘anova’.

* rpart(binary\_outcome ~ predictor1 + predictor2 + predictor3, data = train, method = “class”)
* rpart(numeric\_outcome ~ predictor1 + predictor2 + predictor3, data = train, method = “anova”)

Here’s an [R tutorial for CART](https://www.statmethods.net/advstats/cart.html).

#######################################  
####### BEGIN INPUT: Question 7 #######  
#######################################  
  
# install.packages("rpart") # you may need to install this first  
library(rpart)  
m\_class\_tree = rpart(quiz300 ~ total\_time + avg\_time + avg\_correct\_first +   
 avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec +   
 std\_attempts + std\_hints + diff\_attempts\_sec, data = train, method = "class")  
  
m\_reg\_tree = rpart(num\_quiz ~ total\_time + avg\_time + avg\_correct\_first +   
 avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec +   
 std\_attempts + std\_hints + diff\_attempts\_sec, data = train, method = "anova")  
  
# the output are the decision trees  
m\_class\_tree

## n= 729   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 729 261 0 (0.64197531 0.35802469)   
## 2) avg\_time< 0.02046875 381 66 0 (0.82677165 0.17322835)   
## 4) avg\_time< 0.0155534 196 10 0 (0.94897959 0.05102041) \*  
## 5) avg\_time>=0.0155534 185 56 0 (0.69729730 0.30270270)   
## 10) std\_start\_d< 10.25686 165 41 0 (0.75151515 0.24848485)   
## 20) total\_time< 5141.5 54 2 0 (0.96296296 0.03703704) \*  
## 21) total\_time>=5141.5 111 39 0 (0.64864865 0.35135135)   
## 42) avg\_month>=1.345631 41 6 0 (0.85365854 0.14634146) \*  
## 43) avg\_month< 1.345631 70 33 0 (0.52857143 0.47142857)   
## 86) avg\_hints>=0.825 24 5 0 (0.79166667 0.20833333) \*  
## 87) avg\_hints< 0.825 46 18 1 (0.39130435 0.60869565)   
## 174) std\_attempts>=1.639077 7 2 0 (0.71428571 0.28571429) \*  
## 175) std\_attempts< 1.639077 39 13 1 (0.33333333 0.66666667) \*  
## 11) std\_start\_d>=10.25686 20 5 1 (0.25000000 0.75000000) \*  
## 3) avg\_time>=0.02046875 348 153 1 (0.43965517 0.56034483)   
## 6) total\_time< 1865 37 0 0 (1.00000000 0.00000000) \*  
## 7) total\_time>=1865 311 116 1 (0.37299035 0.62700965)   
## 14) avg\_month>=1.350261 50 12 0 (0.76000000 0.24000000)   
## 28) avg\_time< 0.02991394 41 6 0 (0.85365854 0.14634146) \*  
## 29) avg\_time>=0.02991394 9 3 1 (0.33333333 0.66666667) \*  
## 15) avg\_month< 1.350261 261 78 1 (0.29885057 0.70114943) \*

m\_reg\_tree

## n= 729   
##   
## node), split, n, deviance, yval  
## \* denotes terminal node  
##   
## 1) root 729 20099600.00 247.28670   
## 2) total\_time< 1875.5 84 60880.99 17.48810 \*  
## 3) total\_time>=1875.5 645 15025210.00 277.21400   
## 6) avg\_time< 0.02046875 334 4729348.00 210.74250   
## 12) total\_time< 4830 44 14753.91 49.95455 \*  
## 13) total\_time>=4830 290 3404482.00 235.13790   
## 26) avg\_month>=1.380629 134 1359539.00 184.31340 \*  
## 27) avg\_month< 1.380629 156 1401479.00 278.79490 \*  
## 7) avg\_time>=0.02046875 311 7235195.00 348.60130   
## 14) avg\_month>=1.034329 56 629032.60 241.66070 \*  
## 15) avg\_month< 1.034329 255 5825086.00 372.08630   
## 30) diff\_attempts\_sec>=16.56427 93 1820793.00 317.33330   
## 60) total\_time< 3758.5 9 122658.20 128.55560 \*  
## 61) total\_time>=3758.5 84 1343037.00 337.55950 \*  
## 31) diff\_attempts\_sec< 16.56427 162 3565436.00 403.51850   
## 62) avg\_time< 0.03769371 139 2907666.00 391.07910   
## 124) total\_time< 2724.5 7 60803.71 168.57140 \*  
## 125) total\_time>=2724.5 132 2481916.00 402.87880 \*  
## 63) avg\_time>=0.03769371 23 506274.90 478.69570 \*

# you can even plot it!  
plot(m\_class\_tree, uniform = T)  
text(m\_class\_tree, use.n = F, all = TRUE, cex = .8)
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plot(m\_reg\_tree, uniform = T)  
text(m\_reg\_tree, use.n = F, all = TRUE, cex = .8)

![](data:image/png;base64,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)

# prune the trees to avoid overfitting by limiting tree complexity  
cp\_class\_tree = m\_class\_tree$cptable[which.min(m\_class\_tree$cptable[,"xerror"]),"CP"]  
m\_class\_tree\_pruned = prune(m\_class\_tree, cp = cp\_class\_tree)  
  
cp\_reg\_tree = m\_reg\_tree$cptable[which.min(m\_reg\_tree$cptable[,"xerror"]),"CP"]  
m\_reg\_tree\_pruned = prune(m\_reg\_tree, cp = cp\_reg\_tree)  
  
#######################################  
#######################################

### Naive Bayes Classifier

**Question 8:** Fit an NB model using the naiveBayes() function from the e1071 package. The syntax is pretty similar to the linear/logistic regression models again.

* naiveBayes(binary\_outcome ~ predictor1 + predictor2 + predictor3, data = train)

Here’s an [R tutorial for naive bayes](https://www.r-bloggers.com/understanding-naive-bayes-classifier-using-r/).

#######################################  
####### BEGIN INPUT: Question 8 #######  
#######################################  
  
# install.packages("e1071") # you may need to install this first  
library(e1071)

## Warning: package 'e1071' was built under R version 4.0.5

m\_nb = naiveBayes(quiz300 ~ total\_time + avg\_time + avg\_correct\_first +   
 avg\_hints + avg\_attempts + avg\_month + std\_start\_d + std\_sec +   
 std\_attempts + std\_hints + diff\_attempts\_sec, data = train)  
  
# the output are a-prior and conditional probabilities  
m\_nb

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 0 1   
## 0.6419753 0.3580247   
##   
## Conditional probabilities:  
## total\_time  
## Y [,1] [,2]  
## 0 4613.013 2471.809  
## 1 4246.594 1231.743  
##   
## avg\_time  
## Y [,1] [,2]  
## 0 0.02138742 0.020444643  
## 1 0.02565082 0.007820622  
##   
## avg\_correct\_first  
## Y [,1] [,2]  
## 0 0.3782568 0.1779856  
## 1 0.4206130 0.1799327  
##   
## avg\_hints  
## Y [,1] [,2]  
## 0 0.7867323 0.5500877  
## 1 0.7626054 0.5278885  
##   
## avg\_attempts  
## Y [,1] [,2]  
## 0 1.536582 0.3655170  
## 1 1.462069 0.2487993  
##   
## avg\_month  
## Y [,1] [,2]  
## 0 1.7742352 1.796564  
## 1 0.8106656 1.047208  
##   
## std\_start\_d  
## Y [,1] [,2]  
## 0 5.473475 3.354011  
## 1 6.187867 2.911363  
##   
## std\_sec  
## Y [,1] [,2]  
## 0 69.52569 31.44866  
## 1 53.41628 19.21061  
##   
## std\_attempts  
## Y [,1] [,2]  
## 0 1.302407 0.6334712  
## 1 1.247020 0.5247868  
##   
## std\_hints  
## Y [,1] [,2]  
## 0 1.098688 0.4703358  
## 1 1.115146 0.3994785  
##   
## diff\_attempts\_sec  
## Y [,1] [,2]  
## 0 25.09943 17.163770  
## 1 17.28190 4.813268

#######################################  
#######################################

# Part 7: Model Evaluation

You just trained a number of models and now you want to know which model performs the best on the test set (holdout data). For simplicity, let us just focus on the classification models here.

**Question 9:** Get the predictions for each model using the predict() function where the type is ‘response’ for the logistic model and ‘class’ for the other models:

* predict(model, newdata = test, type = …)

#######################################  
####### BEGIN INPUT: Question 9 #######  
#######################################  
  
# logreg: this returns the probability of dropout, so assume that when Prob > 0.5 it means Dropout  
p\_logreg = as.numeric(predict(m\_logreg, newdata = test) > 0.5)  
  
# knn: this already has the prediction  
p\_knn = m\_knn   
  
# class tree  
p\_class\_tree = predict(m\_class\_tree, newdata = test, type = "class")  
  
# naive bayes  
p\_nb = predict(m\_nb, test)  
  
#######################################  
#######################################

**Question 10:** Now create a contingency matrix for each model and compute the accuracy, recall, and precision:

* Accuracy: (TruePos + TrueNeg) / total
* Recall: TruePos / (TruePos + FalseNeg)
* Precision: TruePos / (TruePos + FalsePos)

#######################################  
####### BEGIN INPUT: Question 10 ######  
#######################################  
  
# here is the confusion matrix for the logreg model  
cm\_logreg = table(true = test$quiz300, predicted = p\_logreg)  
  
# you generate the other ones  
cm\_knn = table(true = test$quiz300, predicted = p\_knn)  
cm\_class\_tree = table(true = test$quiz300, predicted = p\_class\_tree)  
cm\_nb = table(true = test$quiz300, predicted = p\_nb)  
  
# now compute accuracy, recall, and precision for each model  
tt <-length(test$quiz300)  
calc\_ac\_rc\_prec <- function(tb){  
 prec<-as.matrix(tb)  
 accuracy <- (prec[2,2] + prec[1,1])/tt #(TruePos + TrueNeg) / total  
 recall <- (prec[2,2]/(prec[2,2]+prec[2,1])) # TruePos / (TruePos + FalseNeg)  
 precision <- (prec[2,2]/(prec[2,2]+prec[1,2])) # TruePos / (TruePos + FalsePos)  
   
 sprintf('accuracy %f', accuracy)  
 sprintf('recall %f', recall)  
 sprintf('precision %f', precision)  
   
 return(c('accuracy:',accuracy, ',recall:',recall, ',precision:',precision))  
}  
  
lr\_res <- calc\_ac\_rc\_prec(cm\_logreg)  
knn\_res <- calc\_ac\_rc\_prec(cm\_knn)  
tree\_res <- calc\_ac\_rc\_prec(cm\_class\_tree)  
nb\_res <- calc\_ac\_rc\_prec(cm\_nb)  
  
print(lr\_res)

## [1] "accuracy:" "0.765027322404372" ",recall:"   
## [4] "0.493150684931507" ",precision:" "0.857142857142857"

print(knn\_res)

## [1] "accuracy:" "0.617486338797814" ",recall:"   
## [4] "0.547945205479452" ",precision:" "0.519480519480519"

print(tree\_res)

## [1] "accuracy:" "0.743169398907104" ",recall:"   
## [4] "0.684931506849315" ",precision:" "0.675675675675676"

print(nb\_res)

## [1] "accuracy:" "0.748633879781421" ",recall:"   
## [4] "0.849315068493151" ",precision:" "0.639175257731959"

#######################################  
#######################################

### Summarize your model evalution findings

**Question 11:** Which model has the highest/lowest accuracy, recall, precision? **####### BEGIN INPUT: Question 11 ######**

Accuracy - highest: Decision Tree, lowest: KNN; Recall - highest: Naive Bayes, lowest: Logistic Regression; Precision - highest: Logistic Regression, lowest: KNN.

Answer depends on feature engineering above.

**#####################################**

# Self-reflection

**Briefly summarize your experience on this homework. What was easy, what was hard, what did you learn?**

* I find this homework is a good reference for future work when building model in rstudio. One important thaing I learned is the creation of train and test are set differently, here we observe performance based on first 100 quizzes result.

# Submit Homework

This is the end of the homework. Please **Knit to Word**. The resulting file has to show both the R code and R output. Upload it on the EdX platform before the due date.