# 一种基于记忆网络的企业风险预警分析方法及系统

## 技术领域

本发明涉及记忆网络模型和技术在企业风险预警方面的应用，具体是通过记忆网络结构实现企业基本数据、经营数据和舆情信息的建模分析以及风险预警的一种方法。

## 背景技术

人工智能领域，创建模型一直面临着两大难题：一是模型能够在回答问题或者完成任务时提供多个计算步骤；二是模型能够描述序列数据中的长期依赖关系。注意力机制（Attention Mechanism）是解决上述问题的一个有效方法，并在图像识别领域得到了广泛的应用。但是直到最近，该机制才开始被用于自然语言处理领域的一些任务。注意力机制是效仿人类视觉，即人类视线会专注于某一区域，这一区域的图像呈现“高分辨率”而该区域周围呈现“低分辨率”。注意力机制在确定“attention”时需要计算每个输入和输出之间的相关度，通过比较这些相关度数据（模型的内部状态）选择“attention”。因此注意力的实现实际上更类似于记忆访问，而不是“attention”。但是这种记忆访问不同于传统的记忆访问，注意力机制访问的是所有计算单元以及它们的权重因子，而不是一个记忆单元中的数据。相对于上述注意力机制，记忆机制（Memory Mechanism）则可以追溯到更早的工作中，一个标准的循环神经网络的隐藏层状态就是一种记忆机制。循环神经网络存在梯度流失的问题，该问题会进一步妨碍循环神经网络学习和获取数据的长期依赖关系。后来，Hochreiter等人引入门机制（Gating Mechanism）来改进上述循环神经网络。门机制是一种让信息选择式通过的方法，允许显示内存删除或更新网络内部状态。

纽约大学、马萨诸塞州立大学、Facebook公司等提出了一些基于循环神经网络的记忆网络（Memory Networks）模型。序列作为输入时，可以使用循环神经网络或者长短时记忆网络模型进行长距离记忆结果，但是这种记忆效果不能克服长时间记忆的弊端。记忆网络与RNN或LSTM的不同在于，记忆网络使用了一个全局的记忆，具有记忆可供读取和写入的功能。早期提出的神经网络模型考虑了使用记忆，来存储最近一次的操作，这与单层记忆网络的模型结构相似。

记忆网络实现长期记忆（大量的记忆），并且实现如何从长期记忆中读取和写入，此外还加入了推理功能。在推理过程中，长期记忆很重要，充当知识库的作用，可从中获取长期记忆来进行推理。记忆网络的工作流程是：将输入转换为内部特征表达并更新记忆，根据输入特征表达和记忆计算输出特征，最后将输出特征解码输出，如此便实现利用记忆网络进行推理。记忆网络是一种通用框架。其内部的输入映射、更新记忆映射、输出映射、响应映射模块都可进行更换。输入映射层将输入转换为内部特征表示，更新记忆层将新的输入存入记忆中，输出映射层根据输入特征和记忆输出特征，输出层将特征映射成相对应格式。

现有的记忆网络模型中，记忆网络层次的数量存在较多的限制，无法支持记忆网络的动态更新，导致记忆网络在实际应用中的灵活性较弱。

随着当前经济体制的发展，企业所面临的发展环境也日新月异，而企业作为国家经济的重要支柱，是推动国家发展的强大力量，所以企业的稳定、快速发展对于国家经济实力的提升起到了至关重要的作用。然而，现实情况揭示，当前企业所面临的风险的种类、数量和频率都在日益增加，这无疑对企业的健康发展造成了一定的阻碍。

企业风险预警就是针对企业在市场经济的环境下从事生产组织和经营管理活动而承受的所有风险进行综合评价预警。企业风险预警指标体系是衡量企业金融风险状况的标尺和重要依据。因此，需要参照正确的指导原则构建金融风险评价指标体系，才能反映客观情况。构建符合企业特点的金融风险评价指标体系要遵循以下基本原则：（1）全面性原则；（2）科学性原则；（3）目的性原则；（4）典型性原则；（5）可操作性原则；（6）公正性原则。

企业风险可以分为内部风险和外部风险，包含四大风险综合指标：财务类、技术类、经营类和战略类。

（1）财务风险因子：包括流动性、筹资、投资、清偿、盈利、资产利用、成长等方面。

（2）技术风险因子：包括商标、专利、软件著作权、作品、关键技术等。

（3）经营风险因子：包括司法、经营异常、行政处罚等。

（4）战略风险因子：包括竞品、企业关联、发展历史等。

当前，企业风险预警多采用以下方法：在外部环境风险评价方面，借鉴战略外部环境分析法——“六力”模型；在内部环境风险评价方面，结合战略管理中外部环境分析方法、基于价值链的风险指标体系，并结合国内外研究文献和数据的可得性，建立了一级指标为财务风险因子、技术风险因子、经营风险因子、战略风险因子，信用评级的方法有判别分析法、综合评判法、模糊分析法等。

但是，由于企业基本专业知识欠缺、企业数据维度高以及企业数据量大的现状，以及目前企业风险预警在信息获取、更新、处理和分析上都需要较长的时间，且无法实现动态处理，严重影响了风险预警的时效性，这在很大程度上使得企业风险预警存在严重的时间误差，使得企业无法在第一时间对风险进行规避处理，可能会使得企业造成严重的经济损失，不利于企业的健康发展，更不利于国家经济的稳定提升。

由于记忆网络在文本或者数据处理上还没有较好的应用案例，尤其在企业风险预警方面更没有先前经验，本发明可以很好的解决补充这方面的空缺。

## 发明内容

针对现有传统企业风险预警方法的缺点以及记忆网络在企业风险预警的应用空白，尤其是通过门机制自动调整计算单元数量，实现了记忆网络的动态调整，本发明的目的在于提供一种基于记忆网络的企业风险预警分析方法和系统。本发明通过在记忆网络中加入门机制，可以使得记忆网络在计算和存储方面更加灵活，在模型构建、数据处理等方面更加有效，，解决了企业风险预警的高维度、高复杂、低时效的问题。

本发明的技术方案为：

一种基于记忆网络的企业风险预警分析方法，其步骤如图1所示，包括：

* 1. 构建企业风险信息库，通过网络爬虫技术和文本提取技术，对企业相关的法律涉诉信息、股权结构信息、知识产权信息等进行了网络爬取，对企业的财务信息、工商信息、信用报告信息等进行了文本提取，获取模型训练的原始数据；
  2. 进行数据预处理，包括对原始数据做整理、数据归一化等处理，保证数据的维度、量级相同，确保模型训练对于数据的标准化要求。具体来说，通过word2vec技术将文本数据、数值型数据等不同类型的数据转换为特征向量，将特征向量的归一化结果作为记忆网络的输入，避免了因为数据类型的复杂性而带来的记忆网络输入多样性的问题；
  3. 对构建完成的企业风险信息库进行划分，分为训练集和测试集，对构建的记忆网络模型进行训练和测试，形成稳定的企业风险预警分析模型；记忆网络模型的第一部分为记忆模块，第二部分为计算模块；训练过程对训练集中每一个样本进行处理，对输出结果与标签分类结果求损失用于训练，测试集用于得到输出结果与标签分类结果进行准确率计算，不参与训练；对于每一个样本数据（即每一企业的数据）采用步骤4）~11）的方法进行训练，得到该样本数据（即该企业）的风险预警分析值；
  4. 记忆单元中的输入模块将训练集中的企业历史数据进行变换，得到高维特征表示；
  5. 生成模块将步骤4）得到的高维特征表示存入记忆单元中，每一家企业对应高维特征存入一个时间槽中；
  6. 当在训练集中有一个新的企业特征输入时，先将其变换成与记忆单元中特征大小相同的高维特征，再将记忆单位中由步骤5）得到的每一个时间槽的高维特征与之进行内积运算，对内接结果通过softmax函数进行计算，得到两者相似性；
  7. 输出模块将相似性较高的记忆插槽的高维特征与新的企业的特征直接相加，将得到的新特征直接输出；
  8. 将步骤7）得到的输出特征，经过输出门输入到计算单元并且在重复9次后进入下一层继续计算，其中输出门系数是由输出特征的线性变换的sigmoid非线性变换来决定的；
  9. 将步骤8）的输出作为下一层的输入，下一层即与步骤5）到步骤8）所描述的网络模型一致，即步骤5）到步骤8）所描述网络为一层，整个网络模型为步骤5）到步骤8）所描述的网络的多层叠加，重复步骤5）到步骤8）的过程；
  10. 最后一层的（即步骤5）~步骤8）重复9次后的第10层）输出特征输入计算单元，多个计算单元（可以由卷积神经网络全连接网络构成）分别进行计算，每个计算单元的结果（每个结果为1\*5的one-hot向量）送入Softmax函数进行分类概率计算，并进行投票，从而得到最终的结果；
  11. 在训练阶段，将预测结果与标签进行比较，根据损失函数求得损失，并对模型进行训练；在测试阶段，选择概率最大值作为当前样本数据（即当前企业）的最终风险预警评估级别；
  12. 将待评估企业的企业风险数据作为模型的输入，对企业风险进行预警分析，输出为企业风险预警评估等级，并将结果反馈给用户。

进一步的，所述企业风险信息库组成如图2所示。

进一步的，所述企业风险信息库中的定量信息包括：主要财务数据、股东数据、主要财务指标数据、资产负债表（资产）数据、资产负债表（负债及所有者权益）数据、利润表数据、现金流量表数据等。

进一步的，所述企业风险信息库中的定性信息包括：企业概要信息、基础素质信息（管理素质<高管素质、人力资源、研发人员素质等>、科研条件、科研成果<专利、软件著作权、产品等>等）、经营管理信息（经营分析<经营条件、业务运作、经营效率等>、管理分析<法人治理及组织架构、制度建设及执行等>、发展趋势<发展计划、融资需求等>等）、司法诉讼信息（司法信息、诉讼信息等）、其他信息（上市信息、股权交易信息、上下游信息等）。

进一步的，所述模型结构如图3所示，模型主要包括四个部分：特征输入模块、记忆生成模块、特征输出模块和响应模块。历史数据通过记忆生成模块放入记忆单元的时间槽中，输入特征通过特征输入模块生成新的记忆特征（即高维特征向量），特征输出模块对新记忆特征与记忆单元中已有记忆进行对比，得到输出特征（即合并后的新特征），通过记忆网络模型响应模块（响应模块由多个计算单元与投票机制组成；每个计算单元是公知的，比如一个卷积网络或全连接网络），得到训练数据预测结果，然后模型根据训练数据预测结果和标签、通过门机制自动调整计算单元数量，实现动态调整，并且通过自学习对训练中的参数变化进行动态自学习，实现参数的自动调整，并通过测试集进行循环测试，直至训练集和测试集的结果变化都趋于稳定。

进一步的，特征输入模块是将输入特征变换成高维特征向量表示。

进一步的，记忆生成模块是将输入特征放入记忆单元的时间槽中，时间槽函数可以表示为：

（1）

其中，H(.)是一个选择时间插槽的函数。

进一步的，特征输出模块通过计算新输入与记忆中的特征相似度，选择记忆进行输出，相似度函数采用向量内积形式进行，然后通过Softmax函数，得到选择概率，然后通过概率对时间槽中的特征加权平均得到最后输出，其中Softmax函数表示为：

（2）

（3）

进一步的，对于单层记忆网络，选择n家公司的特征作为context，存入内存中，用来作为评判准则，存入时首先对特征做线性变换。当输入新的一家公司特征时，与内存中已有特征进行比较，得到以概率来表示的相似度，这里采用内积形式来求取。对于记忆输出的表示，同样先进行线性变换存入内存，与相似度相乘进行输出。其输出还由一个输出门来进行控制，当门系数为0时，此层（内存）无输出，即无记忆；当门系数为1时，此层（内存）输出，即为完整记忆。最后，将内存输出与输入特征进行求和，并通过Softmax进行分类。

进一步的，通过加入门机制，构建了多层记忆网络，它可以有L个记忆单元（记忆模块），所有非第一层的输入是前一层输入和通过输出门进行控制的前一层的输出，从而使得可以通过调整门系数，动态控制计算单元。门机制通过对记忆模块输出特征的非线性变换来实现对门系数的预测，其中门机制结构如图4所示。

进一步的，响应模块，也就是计算模块，它是由多个计算单元组成，每个计算单元可以是现有模型，如卷积神经网络或全连接网络等，预测过程由投票方式进行，在该记忆网络的计算单元中，计算模块如图5所示。

进一步的，在该计算模块中，采用卷积神经网络，并添加了注意力机制，积层C3得到特征大小为![](data:image/x-wmf;base64,183GmgAAAAAAAKAHwAECCQAAAABzWAEACQAAA34BAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaAHCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBwAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDYdkAAAAAEAAAALQEAABIAAAAyCgAAAAAHAAAAMjU2MTUxNQDAAMAAwgHAALwBwAAAAwUAAAAUAmABngIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAGBfh3WJDwrkAAAKAAAAAAAp8Nh2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAALS0fAIAA58AAAAmBg8AMwFBcHBzTUZDQwEADAEAAAwBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIEyAAIAgTUAAgCBNgACBIbXALQCAIExAAIAgTUAAgSG1wC0AgCBMQACAIE1AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPa0AIoFAAAKAIQeZvaEHmb2tACKBZjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，利用全连接网络进行特征投影，然后通过全连接层和Softmax生成维度大小为225“attention”权重向量；同时将特征扁平化为![](data:image/x-wmf;base64,183GmgAAAAAAACAGwAECCQAAAADzWQEACQAAA3UBAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAASAGCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDYdkAAAAAEAAAALQEAABAAAAAyCgAAAAAGAAAAMjI1MjU2wADAAOYBwADAAAADBQAAABQCYAGYAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAYF+HdZ8eCqoAAAoAAAAAACnw2HZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAtNoAA5kAAAAmBg8AKAFBcHBzTUZDQwEAAQEAAAEBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIEyAAIAgTIAAgCBNQACBIbXALQCAIEyAAIAgTUAAgCBNgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJW0AIoFAAAKAEEUZpVBFGaVtACKBZjcGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)作为“attention”的特征输入，利用权重对特征输入进行加权求和得到加入“attention”后的特征输出，最后利用全连接网络和Softmax得到最终预测分类结果。

一种基于记忆网络的企业风险预警分析系统，其特征在于，包括企业风险信息标准化模块、记忆网络模型构建模块、企业风险预警分析模型模块；其中，

所述企业风险信息标准化模块，用于对企业风险预警分析所涉及到的各类信息进行标准化，包括定量信息标准化和定性信息标准化，得到所述企业风险预警数据；

所述记忆网络模型构建模块，用于通过对企业风险预警数据对特征输入、记忆生成、特征输出和响应模块进行训练和调整，形成稳定的企业风险预警分析模型；

所述企业风险预警分析模型模块，用于通过输入或抓取新的风险信息，对新输入的风险信息进行预警分析。

本发明首先针对企业风险信息进行了分类，区分为定量信息和定性信息两种。通过对定量数据的标准化、定性信息的数量化和标准化，实现企业风险信息的全部数量化和标准化。然后，通过对记忆网络的不断训练和测试，形成稳定的模型结构，以及各模块之间的维度和参数。最后，通过对现有企业风险数据的迭代训练和测试，形成稳定的企业风险预警分析模型，实现对新的企业风险进行预警分析，从而给出新的信息对企业可能的风险预警分析情况。

本发明设计了企业风险种类及企业风险信息库的构建和标准化。首先，在本发明中，将企业风险分为四类，分别为：（1）财务风险因子：包括流动性、筹资、投资、清偿、盈利、资产利用、成长等方面；（2）技术风险因子：包括商标、专利、软件著作权、作品、关键技术等；（3）经营风险因子：包括司法、经营异常、行政处罚等；（4）战略风险因子：包括竞品、企业关联、发展历史等。分类可以使得记忆网络对企业风险的分类更加准确，避免企业风险不可解释的情况发生。然后，对企业风险信息进行了分类，将所有的可获得的企业信息分为定量信息和定性信息。最后，对定量信息进行标准化，即统一单位、数量级和表现形式；对定性信息进行数字化，对行业信息、基础素质经营管理等信息中的对于优、良、中、差或者非常好、好、一般、较差等文字表现形式转换为数字的形式，对知识产权、司法诉讼等信息通过数量统计以数字的形式，对定量信息进行标准化，最终形成全部以规范的数字表现的企业信用信息库。

其次，本发明深入研究了记忆网络模型的构建过程。首先，选择n家公司的特征作为context，存入内存中，用来作为评判准则，存入时首先对特征做线性变换。当输入新的一家公司特征时，与内存中已有特征进行比较，得到以概率来表示的相似度，这里采用内积形式来求取。对于记忆输出的表示，同样先进行线性变换存入内存，与相似度相乘进行输出。其输出还由一个输出门来进行控制，当门系数为0时，此层（内存）无输出，即无记忆；当门系数为1时，此层（内存）输出，即为完整记忆。然后，将内存输出与输入特征进行求和，并通过Softmax层进行分类。最后，通过计算模块中的卷积神经网络以投票的方式进行最后的结果预测，得到最终的风险预警分析信息。

最后，本发明研究了基于记忆网络的企业风险预警分析方法。企业风险预警分析需要多为数据综合评定，既要有定量数据分析，也要有定性数据的分析。通过对定量数据标准化以及定性信息的数字化，实现了企业风险信息的整体数字化和标准化。在本发明中，通过构建的企业风险信息库和记忆网络模型，通过对现有数据的迭代训练和交叉测试，构建出相对稳定的企业风险预警分析模型。在该模型下，如果需要对新的企业信息进行风险预警分析，则只需要按照企业风险信息模板对新的企业的信息进行输入就可以对该企业可能存在的风险进行预警分析，模型会将可能的风险信息归类到四个风险类型中，并给出一定的解释，最后将结果反馈给用户。

本发明执行过程如下，如图6所示：

（1）设计企业风险类型，规定各类型所包含的具体内容。

（2）设计标准的企业风险信息库模板。通过模板，将定量信息数据的单位、量级等进行标准化；通过模板，将定性信息进行数字转化和标准化，从而将所有的企业风险信息进行数字化和标准化。

（3）构建企业风险信息库。在数据库中设计完整的企业风险信息库表，然后对数字化和标准化后的企业风险信息进行导入，从而形成完整的企业风险信息库。

（4）构建记忆网络模型。通过对现有企业风险信息数据的分析，构建完整的记忆网络模型，确定模型的基本结构，包括输入模块、记忆模块、输出模块和计算模块等不同模块及其相互之间的基本结构和参数构成，确定时间插槽函数和Softmax函数，确保记忆网络模型符合企业风险信息数据的数据特点及具体的模型应用分析形式。

（5）通过对构建的记忆网络模型进行训练和测试，形成稳定的企业风险预警分析模型。对企业风险信息库中的数据进行随机划分，分为训练集和测试集，以训练集数据为输入，对记忆网络模型进行迭代训练，然后以测试集对模型进行测试，并根据测试结果进行参数调整，最终使得企业风险预警分析模型趋于稳定。

（6）对新的企业信息进行输入，并通过构建的企业风险预警分析模型进行风险预警分析，将预警分析情况和分析结果通过Web浏览器进行展示。

与现有技术相比，本发明具有以下优势：

（1）高创新性。本发明是记忆网络在企业风险预警分析领域的具体应用，填补了人工智能方法在企业风险预警分析领域的空白，方法具有较高的针对性和实用性，对于企业风险预警分析的信息既用到了定量信息（如财务信息等），也用到了定性分析（如舆情信息等）；在本记忆网络模型中引入了门机制，通过对每层记忆模块输出的特征的非线性变换，预测门系数，控制特征的输出，在多层记忆网络中，门机制的设置，实现了记忆模块层数的动态调整；在本记忆网络模型中还引入了投票机制，在最后一层记忆模块输出特征后，有多个计算单元进行预测处理，然后通过投票机制对它们进行集成，实现了计算单元的动态调整。这在记忆网络的具体应用中具有较高的创新性，通过定量与定性的多维度数据分析能够更加准确的体现企业风险的详细情况，使得记忆网络在企业预警分析中的应用更加专业完善。

（2）低门槛。由于本发明所述的基于记忆网络的企业风险预警分析方法对最终用户的使用来说是黑盒的，终端用户无需关心具体的模型构建过程，只需要根据系统提供的模板进行信息输入即可。本发明通过Web界面，将用户输入接口及企业风险预警和分析结果通过数据与可视化相结合的手段提供给用户，便于用户直观的查看分析结果，大大降低了用户的使用门槛。

（3）具有针对性，准确性高。本发明不同于传统的企业风险预警方式，其数据规模和数据准确性更高、更有针对性。通过记忆网络对数据的迭代训练，形成成熟的企业风险预警分析模型，能够比传统方式更快、更准确，根据实验及实际应用结果显示，模型的准确率可以达到89%，这已经大大超过传统方法。

## 附图说明

图1为本发明的模型构建步骤图；

图2为本发明的企业风险信息库组成图；

图3为本发明的记忆网络模型结构图；

图4为本发明的门机制结构图；

图5为本发明的添加了注意力机制的卷积神经网络模型结构图；

图6为本发明的执行过程图。

## 具体实施方式

下面结合附图和具体实施案例，进一步阐明本发明，应理解这些实施案例仅用于说明本发明而不用于限制本发明的范围，在阅读了本发明之后，本领域技术人员对本发明的各种等价形式的修改均落于本申请所附权利要求所限定的范围。

如图6所示，本发明首先规定企业风险类型，将企业风险类型分为四类，分别为财务风险、技术风险、经营风险、战略风险，每一类风险中，对应了不同的分析划分指标，可以提高记忆网络对于企业风险预警分析的准确性。

其次，进行企业风险信息规范模板的设计，模板中包括对企业风险信息中所涉及的所有定量信息和定性信息的数字化和标准化格式。模板以Web页面的形式展现，用户在Web页面中输入或选择各类信息，后台通过制定好的模板转换形式，将用户的输入进行格式转化和标准化，形成最终的企业风险信息。其中，定量的信息包括：主要财务数据、股东数据、主要财务指标数据、资产负债表（资产）数据、资产负债表（负债及所有者权益）数据、利润表数据、现金流量表数据等；定性的信息包括：企业概要信息、企业背景信息（包括基本信息、企业关系、主要人员、股东信息、对外投资、分支机构等）、企业发展信息（融资历史、核心团队、企业业务、投资事件等）、司法风险信息（法律诉讼、法律公告、失信人、被执行人、开庭公告等）、经营风险信息（经营异常、行政处罚、严重违法、股权出质、动产抵押、欠税公告、司法拍卖等）、经营状况信息（招投标、债券信息、购地信息、招聘信息、税务评级、抽检检查、产品信息、进出口信用、资质证书等）、行业分析信息（行业相关政策、行业特征集制约因素、市场格局及业内竞争、行业现状及未来发展等）、基础素质信息（管理素质<高管素质、人力资源、研发人员素质等>、科研条件、科研成果<专利、软件著作权、产品等>等）、经营管理信息（经营分析<经营条件、业务运作、经营效率等>、管理分析<法人治理及组织架构、制度建设及执行等>、发展趋势<发展计划、融资需求等>等）、知识产权信息（商标信息、专利、软件著作权、作品著作权、网站备案等）、舆情信息等；

再次，将模板转换的数据进行数据库存储，形成完整的数据化和标准化的企业风险信息库；

第四，对记忆网路模型进行构建，通过对记忆网络中的输入模块、记忆模块、输出模块和计算模块的设计，形成稳定的记忆网络模型；

最后，通过对企业风险信息的划分，分为训练集和测试集，对构建的记忆网络模型进行训练和测试，形成稳定的企业风险预警分析模型，并可以根据用户输入的企业风险数据作为模型的输入，对企业风险进行预警分析，输出为风险所属类型及相关分析结果，并将结果反馈给用户。

以上实施仅用以说明本发明的技术方案而非对其进行限制，本领域的普通技术人员可以对本发明的技术方案进行修改或者等同替换，而不脱离本发明的精神和范围，本发明的保护范围应以权利要求书所述为准。