|  |
| --- |
| Изображение выглядит как зарисовка, рисунок, символ, корона  Контент, сгенерированный ИИ, может содержать ошибки. |
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Постановка задачи

Применить детектор границ, вычисляя модуль градиента на изображении с помощью CUDA. Исходное изображение передаётся на вход программе, обрабатывается на графическом процессоре, и результат сохраняется в виде выходного изображения.

Описание кода и выполненных действий

С помощью библиотеки OpenCV входное изображение загружается и преобразуется в оттенки серого (grayscale), так как оператор Собеля применяется к одномерному яркостному каналу.

|  |
| --- |
| cv::Mat img = cv::imread(inPath, cv::IMREAD\_GRAYSCALE); |

Листинг 1. Загрузка и подготовка изображения

С помощью cudaMalloc на устройстве выделяется память под входное и выходное изображения.

|  |
| --- |
| cudaMalloc(&d\_gray, bytes);  cudaMalloc(&d\_edges, bytes); |

Листинг 2. Выделение памяти на GPU

Функция cudaMemcpy загружает данные изображения из оперативной памяти (host) на видеопамять (device).

|  |
| --- |
| cudaMemcpy(d\_gray, img.data, bytes, cudaMemcpyHostToDevice); |

Листинг 3. Копирование данных на устройство

На GPU запускается ядро sobelKernel, в котором для каждой точки изображения (за исключением границ) вычисляется горизонтальный и вертикальный градиент (Gx, Gy) с использованием масок оператора Собеля. Далее находится модуль градиента и результат сохраняется в выходной массив.

Обработанный массив с градиентами копируется обратно в оперативную память.

|  |
| --- |
| cudaMemcpy(h\_edges.data(), d\_edges, bytes, cudaMemcpyDeviceToHost); |

Листинг 4. Получение результата

Финальное изображение с выделенными границами записывается в файл.

|  |
| --- |
| cv::imwrite(outPath, outImg); |

Листинг 5. Сохранение изображения

Вывод

В результате выполнения лабораторной работы была реализована CUDA-программа, применяющая детектор границ на основе оператора Собеля.
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Приложение А. Листинг

|  |
| --- |
| #include <opencv2/opencv.hpp>  #include <cuda\_runtime.h>  #include <iostream>  \_\_global\_\_ void sobelKernel(  const unsigned char\* \_\_restrict\_\_ gray,  unsigned char\* \_\_restrict\_\_ edges,  int width, int height  ) {  int x = blockIdx.x \* blockDim.x + threadIdx.x;  int y = blockIdx.y \* blockDim.y + threadIdx.y;  if (x < 1 || x >= width - 1 || y < 1 || y >= height - 1) return;  int idx = y \* width + x;  int gx =  -gray[(y - 1) \* width + (x - 1)] + gray[(y - 1) \* width + (x + 1)]  - 2 \* gray[y \* width + (x - 1)] + 2 \* gray[y \* width + (x + 1)]  - gray[(y + 1) \* width + (x - 1)] + gray[(y + 1) \* width + (x + 1)];  int gy =  -gray[(y - 1) \* width + (x - 1)] - 2 \* gray[(y - 1) \* width + x] - gray[(y - 1) \* width + (x + 1)]  + gray[(y + 1) \* width + (x - 1)] + 2 \* gray[(y + 1) \* width + x] + gray[(y + 1) \* width + (x + 1)];  int mag = sqrtf(float(gx \* gx + gy \* gy));  if (mag > 255) mag = 255;  edges[idx] = static\_cast<unsigned char>(mag);  }  int main(int argc, char\*\* argv) {  if (argc != 3) {  std::cerr << "Usage: " << argv[0] << " <input\_image> <output\_image>\n";  return 1;  }  const char\* inPath = argv[1];  const char\* outPath = argv[2];  cv::Mat img = cv::imread(inPath, cv::IMREAD\_GRAYSCALE);  if (img.empty()) {  std::cerr << "Can't load image: " << inPath << "\n";  return 1;  }  int width = img.cols;  int height = img.rows;  size\_t numPixels = width \* height;  size\_t bytes = numPixels \* sizeof(unsigned char);  unsigned char\* d\_gray = nullptr, \* d\_edges = nullptr;  cudaMalloc(&d\_gray, bytes);  cudaMalloc(&d\_edges, bytes);  cudaMemcpy(d\_gray, img.data, bytes, cudaMemcpyHostToDevice);  dim3 block(16, 16);  dim3 grid((width + block.x - 1) / block.x,  (height + block.y - 1) / block.y);  sobelKernel << <grid, block >> > (d\_gray, d\_edges, width, height);  cudaDeviceSynchronize();  std::vector<unsigned char> h\_edges(numPixels);  cudaMemcpy(h\_edges.data(), d\_edges, bytes, cudaMemcpyDeviceToHost);  cv::Mat outImg(height, width, CV\_8UC1, h\_edges.data());  cv::imwrite(outPath, outImg);  cudaFree(d\_gray);  cudaFree(d\_edges);  return 0;  } |