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**1. 프로젝트 배경 및 목표**

단백체 분야에서 스펙트럼은 펩티드를 나타내는 데이터이다. 스펙트럼을 펩티드로 분석하는 문제를 언어 번역 문제로 전환하여 해결하는 방법을 모색하고자 한다. 이를 위해 딥러닝 모델을 사용하고자 한다.

Standard NN, CNN, RNN에 이어서 Transformer 라는 신경망 번역 모델이 구글에 의해 소개되었고, 스펙트럼을 2차원 벡터로 저장하는 방법이 발달함에 따라 이를 분석하는 문제를 해결하고자 한다.

매달 지도교수님과의 세미나를 통해 진행 상황을 점검한다. 구체적으로는 Keras 라이브러리를 학습하며, Transformer 를 학습/구현하고, 이를 이용하여 어플리케이션을 개발한다.

어플리케이션 개발과 더불어 프로젝트의 최종 결과물을 국내/외 학회에 발표하며 프로젝트를 마무리 할 예정이다.

**2. 프로젝트 내용**

프로젝트에는 Python을 이용하여, Keras API를 주로 사용할 예정이고, Transformer을 구현 및 학습하여 스펙트럼 검증을 진행할 예정이다.

이 프로젝트에서는 대표적인 신경망 라이브러리 중 하나인 Keras를 사용하게 된다. Keras 는 프랑수아 숄레가 2015년, 연구 프로젝트의 일환으로 개발한 딥러닝 API이다. Apache MXNet, Core ML, Javascript, Typescript, PlaidML 등에서 실행할 수 있으며, 텐서플로에서는 tf.keras 를 번들로 포함시켜 이용할 수 있다. 이를 통해 많은 종류의 신경망을 만들고, 훈련 및 평가, 실행할 수 있다.

two dimensional gel electrophoresis 에서, 단백질을 등전위점과 분자량의 2차원으로 분리하여 2D-gel (스펙트럼) 을 얻는다. 펩티드는 문자열이므로 2차원 벡터를 문자열로 번역하는 문제로 전환하여 접근한다.

이에 Transformer 모델을 사용한다. Transformer 모델은 2017년 구글에 의해 소개된 딥러닝 모델으로, Attention mechanism 과 몇몇 임베딩 층, 정규화 층 등의 구성 요소들만을 사용해 Neural Machine Translation 문제에서 최고 수준 성능을 크게 향상시킨 모델이다. 특히 이 모델은 병렬화화 학습 속도에 있어서 큰 이점이 있어 최근 많은 프로젝트에서 사용하고 있다.

이 프로젝트에서 스펙트럼을 분석하는 문제를 언어 번역 문제로 전환하며 진행하므로, Transfer Learning (전이 학습) 방식을 사용하여 진행한다. 전이 학습이란, 특정한 환경에 맞춰 개발된 머신 러닝 모델 및 데이터를 다르지만 비슷한 분야에 적용하여 학습시키는 방식이다. 전이 학습을 사용하였을 때는 기존의 모델을 이용한다는 점에서 시간을 절약할 수 있다는 장점을 가진다.

**3. 프로젝트 추진 계획**

매달 세미나를 통해 모델 구현 및 학습 결과를 발표할 계획이며, 1학기인 3, 4, 5월에는 Keras 및 Transformer 모델에 대한 학습 위주로 시행하며, 6,7,8월은 Transformer을 구현하고, 어플리케이션 개발에 중점을 둔다. 2학기가 시작되는 9월부터는 과제의 결과물을 논문으로 작성하여, 국/내외 학회에 발표하는 것을 목표로 둔다.

프로젝트는 지도교수이신 박희진 교수님, 프로젝트를 도와 주실 이상정 조교님과 팀원 2명 ( 컴퓨터소프트웨어학부 심승현, 정희원 ) 으로 이루어져 있다.

이에 필요한 학습을 각자 분담하여, 정기적인 회의를 통해 서로에게 공유하며 효율적인 학습을 도모할 계획이다.

**4. 결론**

현재 코로나 시대를 맞이하며 이를 극복하려는 과정에서, 코로나 바이러스의 단백질 구조와 발생 가능한 돌연변이 등을 미리 컴퓨터가 예측하여 화제가 되고 있다. 이에 따라 현재 딥러닝의 생물학에의 응용에 많은 이목이 집중되고 있는데, 산업의 최전선에 있는 분야에 직접 뛰어들어 역량을 향상시킨다는 의미가 있을 것이고, 성장해나가는 개발자로서 도전적인 과제를 해결하며 학습 의욕을 향상시키고자 한다.

화제가 되고 있는 딥러닝 분야에 관한 깊이 있는 이해를 기대하며, 바이오인포매틱스 등 분야에의 응용을 직접 경험하여 프로그래밍 역량 향상이 기대된다. 또한 학부 생활을 하면서 흔치 않은 협업 기회를 얻은 만큼, 협업 능력을 향상시킬 수 있는 기회가 될 것이다.
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