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**第一章 绪论**

对于现实物理的理解和模拟对现实环境的探索和交互至关重要。随着计算机科学的发展，数值模拟方法已经和理论分析、物理实验一同成为了主要物理研究方式。相较于昂贵且困难的实验，数据模拟方法可以提供一种廉价、高效、安全的实验方法。数值模拟方法主要包括网格法（如有限元法）和无网格法（如光滑粒子动力学）。

在如何处理这类复杂问题上，通过数据驱动的方式，使用神经网络辅助已经成为了一种越发重要并有广大前景的方法。借助神经网络的物理表达方式的其中一种重要方向是基于拉格朗日的无网络表达方式（Lagrangian presentation）【1】。拉格朗日无网络方式基于粒子进行表达，在数值计算中占用举足轻重的地位，并且在刚体，可变形固体和流体等方面的数据模拟都有了出色的表现和充分的探索【2】。

在将机器学习方法引入物理模拟的过程中，现在主流的方法使用图结构来定义粒子之间的交互—两个粒子之间是否存在一条有向/无向的边确定两个粒子之间是否发生交互。因此主流的机器学习方式需要在每次更新粒子状态的同时，重新构建粒子之间的图结构，并将重新构建的图结构重新传输进入神经网络中。

但是这种做法会带来两个主要的问题。首先在粒子数量增多时如何从大量的粒子中正确提取粒子之间的关系会是一个具有挑战的问题。其次在图神经网络的构建中，粒子之间是否发生交互只有两个状态（发生交互—图节点之间有边相连，不发生交互—图节点之间无边相连），但是事实上粒子之间的交互程度不应该是一个离散的值而应当是一个连续的数值。

因此本文在使用图表示粒子之间关系的基础上，建立了一个自适应的图结构学习模块，将每次更新时重新计算图结构的步骤纳入神经网络中继续学习。由于粒子本身带有速度和动量，粒子之间的关系并不是一个独立时间片上的状态，为此本文在网络结构中加入了时间序列编码用来处理这一情况。

* 1. 研究现状

数值模拟主要包括网格法和无网格法。网格法在理论上非常完善，在实践中也有广泛的应用，相较于无网格法，网格法在计算精度和复杂情况下都有优势。但是在一些特殊情况下例如大变形、爆炸冲击、自由表面等问题上，网格法在处理上就会遇到问题，在此情况下，无网格方法的优势就体现了出来【4】。

1.1.1 SPH流体模拟模型

流体模拟无论在理解现实世界的物理现象还是在材料科学、工程中都有重要的地位和意义。其中一种重要的方法是光滑动力粒子Smoothed Particle Hydrodynamics （以下简称SPH)。SPH方法采用了基于拉格朗日视角来模拟流体粒子现象。SPH方法起源于基于粒子的天体物理学模型【3】，最早应用于模拟行星爆炸等天体物理问题。作为一种采用解偏微分方程的数值计算方法，SPH方法可以在不用绘制特殊网格的方法下更好地处理介质的扭曲和拉伸，包括一些真空的空洞；此外SPH方法在经过调整粒子和粒子之间的作用力方程后还可以更好地模拟更为复杂的物理现象。此后SPH算法在流体等现象中也有广泛的应用。然而天体物理学中所采用的可压缩性流体处理方法并不能直接应用于类似于水的非压缩流体。此后Muller对SPH方法进行了较大的改善，使其能够适用于流体【5】。SPH方法基于粒子在某一特定时刻的分布信息场的近似，使得算法具有较好的自适应性且粒子能够同时表示空间点和物质点两种属性。因此SPH算法在提出后就一直经历了快速的发展，并相继提出了多种衍生算法。SPH和其各种变种已经被广泛地应用在对现实复杂现象的物理建模和视觉展示上。通过采用不同的函数来构造近似函数后使用不同方法对连续场进行离散，SPH算法可以有非常丰富的变种类型。目前SPH算法仍然在多个计算力学领域有着广泛的应用。

1.1.2 SPH机器学习研究

随着机器学习方法的兴起，越来越多的机器学习方法和流体模拟结合在一起。以朗格朗日为视角的粒子流已经被证实适合和机器学习结合在一起。Ladicky首先证明流体计算可以使用回归森林（Regression Forests）进行学习【6】。卷积神经网路（CNN）也曾经被添加到计算中用于加速压力部分的计算【7】。此后在对拉格朗日视角的图表示的通用化物理模拟（包括刚体和可变性物体）也有了一系列的成果。Battaglia采用了一种交互网络，将图作为模型的输入，基于对象和关系，使用深度学习网络来预测复杂系统中对象的交互，在处理几十个对象在数千个时间步长上取得了较好的结果【8】。Alvaro实现了一个基于图神经网络的模型，通过归纳偏置，可以对处于以对象和关系为中心的体系学习到一个准确的前向模型并且有着良好的泛化性【9】。此外也有大量直接将图标是的神经网络直接应用于流体模拟的例子【10】【11】。本文与以上的工作都有着共同的出发点的思想—通过使用可微神经网络对拉格朗日流体进行建模，并使用图的方式对粒子关系进行建模。

第二章 **Basics**

2.1 SPH算法

本文所采用的SPH算法基于2003年Matthias Muller提出的针对流体的SPH算法【5】。

2.1.1 光滑粒子动力学（Smoothed Particle Hydrodynamics）

光滑粒子动力学（Smoothed Particle Hydrodynamics）首先由Lucy和Gingold提出用于解决天体物理的模拟问题。但是这一方法也可以应用于任意形式的流体模拟。

SPH方法本质上是一种粒子系统的插值算法，通过插值来处理离散化的粒子场量。在计算某个物理量时，SPH方法通过对一个小的邻近区域的粒子使用辐射对称的光滑核进行采样插值。例如某个物理量A在局部r范围内的粒子插值得到：

其中表示所有的粒子（空间内所有正在模拟的粒子或一个小的邻近区域的粒子）；表示我们需要插值计算的物理量；表示粒子的体积；表示此处的插值方程。

在SPH方法下，我们使用的是光滑核（Smoothing Kernel）进行插值。因此上述方程也可以写为：

在此基础上再对积分进行离散化，就可以得到SPH方法的基本公式：

在插值中使用到的方程即为半径距离为的光滑核,为粒子之间的距离。在SPH方法中光滑核的选取可以是任意的，但是应该满足以下条件。

1. 光滑核是对称的。。
2. 光滑核是归一化的。。

在满足以上两个条件的前提下，SPH算法的插值具有二阶精度。

注意该公式在【5】中被写作：

这是因为在流体中粒子的体积被写作质量比作密度。也就是。

以下讨论均以公式2-4为基础进行讨论。

例如我们在推导密度时，可以利用公式2-4：

在大多数流体方程中，我们不仅需要考虑对场量进行插值计算，还需要对场量的导数进行计算。类似地，基于公式2-4，场量的导数可以如下计算：

二阶导数如下：

SPH方法可以保有基本的物理条件（如能量守恒），但是SPH算法也有自身的问题无法保证所有的条件（如力的对称性）。

2.1.2 对流体用粒子视角进行建模

在对等温流体（isothermal fluids）的建模中，网格方法使用欧拉视角，用速度场、密度场和压力场描述流体。物理量的更新基于以下两个公式：

将质量展开，公式2-8可以改写为

公式2-9可以保证质量守恒。

另一个公式为Navier-Stokes公式【12】，用于保证动量守恒：

公式2-10为一个针对不可压缩流体的简单的Navier-Stokes公式形式。其中为外力场，在大多数情况（包括本文），其表示重力场；表示流体的黏度，为一个常量系数。

无网格方法（粒子方法）使用拉格朗日视角。以上两个公式（公式2-9、公式2-10）可以被大幅度简化。某个粒子的加速度可以如下表示：

其中表示粒子的速度，表示粒子收到的力。公式2-11已经基本阐明了SPH计算的方法，接下来我们只需要解释该公式的计算细节。

2.1.3 压力计算（Pressure）

基于公式2-4，压力场可以表示为：

公式2-12是由公式2-4直接推导而来，但是由于SPH算法本身并不能保证力的对称性，公式2-12亦不能保证压力的对称性。因此在本文实现的SPH算法中对压力的计算进行了调整在插值中引入算数平均：

对于以拉格朗视角的SPH方法而言，粒子本身所保有的性质只有自身的位置（position），压力经由周边的粒子插值得到。如果所有的粒子压力都要通过周边的粒子压力插值得到，这将无法计算。因此在实际计算某个粒子处的压力值时，SPH算法先对该粒子的数值进行估计，之后再进行插值计算。

压力的计算基于理想气体方程：

其中为流体的静止密度，在SPH算法中为需要手动调整的超参数。其本身仅仅为了是的SPH算法的数值计算更加稳定，对压力梯度的计算没有影响【13】。

2.1.4 黏度计算（Viscosity）

SPH方法中黏度的计算同样基于公式2-4得到：

类似于公式2-13，公式2-15也经过调整以保证力的对称性。

2.1.5 外力（External Forces）

SPH算法中的外力包括重力和其他外部施加的力。这些力都会被直接施加到粒子上。在本文中所使用的力包括重力和在粒子接触到边界时受到的反弹力。

2.1.6 光滑核（Smoothing Kernels）

在2.1.2、2.1.3、2.1.4中均使用了光滑核W来进行插值。W的选择在满足2.1.1中的要求时可以是任意的（甚至不需要完全满足），在SPH方法中很多时候使用高斯方程。光滑核的选择对于SPH方法是至关重要的，直接关系到SPH方法是否稳定、准确但在本文中，为了使计算更加稳定，使用三种不同的光滑核来应对不同的情况。

其中用于计算流体的密度。用于计算流体的压力。用于计算流体的黏度。

需要特别提到的是，在公式2-13中实际使用到的为的一阶导数：

在公式2-15中实际使用到的为的二阶导数：

SPH方法的光滑核选择主要是为了能够适应流体的物理特性。如若使用计算流体的压力，则会出现在时梯度趋近于0，然而在流体力学中某一点的压力应当主要取决于该点附近小范围内的粒子，因此光滑核需要经过设计以解决这一问题。

2.2 机器学习方法

2.2.1 神经网络

深度学习是机器学习的重要分支之一，是一种基于神经网络架构，数据驱动进行特征学习的算法。深度学习主要使用人工神经网络（Artificial Neural Networks），最早的神经网络由McCulloch和Pitts提出用模仿人类的大脑行为方式来解决复杂问题【16】。

一个神经网络由众多人工神经元组成，人工神经元是采用了生物神经元的概念的可以执行计算任务的电路。数据通过输入层进入神经网络然后进入人工神经元（hidden layer）中，在此中进行计算并得到结果。总体上神经网络可以处理结构化的数据，产出特定的结果。

神经网络分为有监督学习，无监督学习和强化学习，在本节中只考虑本文使用到的有监督学习网络。

经由神经网络，计算机可以直接学习数据特征，并进行预测而不用进行知道数据的统计结果【17】。神经网络使用表示学习（aka 特征学习），将输入特征映射到输出。映射过程中使用的是多层连接神经元。每个神经元都是一个数学计算单元，可以以特定的方式处理输入数据。神经网络所学习到的特征被保存在神经元的weight中。当输入信息在神经网络各层中传递过后，基于样本的标签和使用者定义的损失函数，我们可以计算神经网络对于此样本的error。损失函数一般基于具体的模型，是一种重要的方法来评估模型的效果并引导训练的目标。

2.2.2 图神经网络（GNN）

数据驱动的神经网络模型在流体模拟中已经取得了较好的成果，其可以对一个复杂动态系统进行降阶的方式得到显著的效果提升【15】。神经网络非常善于处理适合被离散化的、规则的网格数据，但是在拉格朗日视角下的SPH方法中，粒子并不能被表示为结构化的基于网格的数据，粒子之间的关系是动态变化的。对于这不规则的数据，一般使用图结构表达，图结构的表示更能够粒子的特征和粒子之间的潜在的互动。图数据的复杂性在传统的机器学习算法中是特别困难的。图结构本身就是不规则的，图的节点可能是无序的、大小可变的，图中的阶段的邻居可能是不确定的。因此很多特殊操作（例如卷积）在欧式空间能容易实现，却在非欧空间的图域上难以实现。此外机器学习中一个重要的核心假设，实例（节点）之间相互独立，在图数据中不能使用（图各个节点都会通过各种方式连接）【18】。

2.2.3 循环神经网络（GRU）

2.2.4快速傅里叶变换（fft）

1. **Model**

3.1 SPH

在本文中SPH方法的实现基本与在2.1章节中实现的方法相同。本文中的SPH方法在Unity2022平台中实现。Unity使用C#脚本控制逻辑，并可以实时地渲染计算结果。基于Unity自身的设计特性，本文使用Unity中ComputeShader进行SPH方法中粒子状态的更新。

SPH方法在处理容器的边界问题和与刚体的碰撞问题有多种解决方法【14】，其中常用的方法有镜像粒子法（在边界处镜像布置粒子）和虚拟粒子法（在边界布置多层虚拟粒子，实际中使用较多），容易造成穿透，如果想要保证不会发生穿透需要布置的粒子足够密集，同时保证计算的步长足够小，这对于图神经网络而言计算过于复杂，故本文中SPH方法中使用硬边界处理，粒子在接触到容器边缘后会直接反弹。

3.2 FluidGNN

在本文中，考虑了多元时间序列的预测问题。我们的网络可以同时接受多个粒子时序特征的输入，并将它们视为多个并行的互相影响的事件。我们的网络目标是为了能够在特定的时序窗口期内学习该系统的时间间和事件间的相关性。本文所采用的FluidGNN网络，其同时考虑了多个时间序列，并对其建模形成图节点，并尝试在其中对每个事件之间的交互进行建模形成图边。在大多数SPH算法中使用的图神经网络都忽略了时间序列之间的相关性，同时需要假设图关系的先验知识，而获得图关系先验的方法往往是独立于神经网络之外的，因此神经网络损失了大量重要的信息。

在频域实现的卷积神经网络往往需要先验的图邻接矩阵。在本文中尝试将获得图邻接矩阵的方法纳入神经网络之中，采取一种类似自我注意的机制来捕捉节点特征之间的关系。此图邻接矩阵将直接被纳入图神经网络中，在一定程度上，它表示节点之间的特征关系。

模型主要分为3个模块：相关矩阵模块（Correlation Block），图模块（GNN Block），残差模块（Residual Block）。

相关矩阵模块中时间序列会被 输入到门控循环单元（GRU）中来学习不同序列之间的时间表示，因此此GRU的使用和传统的GRU使用略为不同，GRU单元的每个隐藏状态（hidden state）其实是每个时间序列在时间上的聚合信息。我们仅仅使用最后一个隐藏状态来进行后续计算。类似于自注意力机制，我们基于GRU最后一个隐藏状态计算可学习的Q、K注意力矩阵。注意力矩阵本身计算了不同序列之间隐藏状态的相关性，注意力分数可以在后续构建的图中作为节点之间的边。注意力矩阵在经过对称化后即成为了邻接矩阵。

此后，我们计算归一化后的拉普拉斯距离：，其中为邻接矩阵行求和得到的对角矩阵。之后基于拉普拉斯矩阵，我们可以用切比雪夫多项式用以计算近似的正交图谱表示。

图模块中将输入为图结构，其中图的节点为网络的输入，图的边为相关矩阵模块中经过切比雪夫多项式近似得到的正交图谱矩阵，图的节点关系都将被投影到正交图谱上。在图卷积网络中到此为止，我们就可以在此频谱上实现图卷积滤波器。到此处为止，图模块的内容和基本的图卷积网络完全一致。但是由于我们的网络使用了时序的输入，图卷积的傅立叶变换仅仅能捕获序列之间的关系，序列内时序的关系并没有被考虑在内【19】。我们使用一种简单的方式来解决。通过使用离散傅立叶变换将单个序列的时域表示转化为频域表示。在频域中我们使用线性变换用于聚合时序的信息。此后变换后的特征会经过逆变换再次从频域表示映射回时域表示。在此基础上即可以类似传统图卷积网络一样，继续进行图卷积。

1. **实验设计**

4.1 数据集收集

数据集基于SPH方法中计算的结果。在此前的SPH和图神经网络结合的研究中，输入通常为粒子当前的位置、粒子当前的速度、边界的位置。在本文中由于采用了时序的网络，因此粒子的速度可以通过时序的粒子位置得到，因此不会作为输入。同时，由于本文没有实现虚拟粒子法处理SPH方法的边界问题，因此也不需要输入边界的位置。由SPH理论上，粒子密度可以通过根据粒子的位置和周围粒子的密度插值得到，但是由于粒子密度收到初始值的影响，因此神经网络不能清晰地得到粒子的密度。因此粒子密度也被作为输入进行神经网络中。

在Unity中，在SPH算法每次更新前，所有粒子位置、所有粒子的当前密度被记录；在SPH算法更新后，再次收集所有粒子位置、所有粒子密度。所有的数据紧密排列，以二进制格式、float32精度保存。

4.2 训练过程

数据集被划分为50%、30%、20%作为训练集、验证集和测试集。在训练中模型结构进行了多次微调，特别是对残差模块的调整，并尽量尝试在残差模块和图神经模块中得到一个平衡。神经网络的训练过程以均方根误差（RMSE）作为评价标准。然而在SPH方法中，RMSE并不是一个好的评价标准，因此模型结果将会嵌入SPH方法，SPH方法实际渲染出的结构也是重要的评价标准。

4.3 训练结果

**第五章 结论**

（正文内容）
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