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# Увод

Многомодалните многоезични езикови модели заемат все по-важна роля в получаването на кратък и точен отговор на различен тип въпроси. От генериране на програмен код и анализиране на съдържанието на картинки до отговаряне на въпроси, свързани с управлението на човешки ресурси, тези модели демонстрират гъвкавост и адаптация към много области, независимо от езика. Те намират приложение и в контекста на образователната система с възможност за бързо даване на точен отговор на въпроси от затворен тип. Въпросите могат да се различават в три аспекта: могат да включват само текст, текст плюс картинка, или могат да се състоят само от текст, но отговорите им да съдържат картинки.

Настоящата дипломна работа има за цел да използва тези вариации и да извърши сравнителен анализ на съвременни многомодални многоезични езикови модели като Bard и GPT4 и да оцени тяхната точност чрез използване на въпроси, давани на изпити на ученици от различни държави и в различно ниво на обучение.

# Обзор на съществуващи подходи за провеждане на експерименти

# Набор от данни Exams2

# Експерименти

## Планиране и подготовка на среда за провеждане на експерименти

huggingface

1. многомодални многоезични езикови модели;
2. текстово-базирани многоезични езикови модели;
3. модели с автоматичен превод на въпроса на английски език.

## Големи многомодални модели

### Модел Bard (PaLM)

### 

### Модел Bard (Gemini)

### 

### Модел GPT 3.5

### 

### Модел GPT 4

### Модел LLaVA

### 

### Модел OpenFlamingo

### 

### Модел Qwen-VL

### 

### Модел Kosmos

### 

### Модел BLIP

## Големи многоезикови модели

### Модел Llama2-7B

### Модел FLAN-T5-XXL

### Модел Vicuna-13B

## Автоматично отговаряне на въпроси след превод на английски език

## Автоматично отговаряне на въпроси след описване на прилежащите изображения

# Анализ на допусканите грешки

# 

# Заключение

Обобщение на изпълнението на началните цели

Насоки за бъдещо развитие и усъвършенстване
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