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# Abstract & Key words

**An abstract explains the outline of the paper concisely (the methods, results, etc.). Maximum length of 250 words, preferably both in English and Dutch.**

# Preface

***A preface is a statement of the author's reasons for undertaking the work and may include personal comments that are not directly relevant to other sections of the thesis or dissertation.* No word count limit.**

I have always been amazed by big battles in games, I would often just look at the battle In games like Planetside 2 even when I’m supposed to play in them as well. I am also a big fan of the Total War games, because they can also have huge battles.

Ultimate Epic Battle Simulator was also a big inspiration for this graduation work. In that game, you can have millions of units in a single battle, so even achieving a small fraction of that amount would be amazing.

This paper was made during over the course of a single semester, while also working on another big project. Most of the case study was made in three weeks at the end of the semester.

The scope is more limited than I would have wanted, which also means this study allows for many different branches of future work.

This paper is meant for people like me 1 year ago, with basic knowledge of C++ programming and game development, and an interest in how to simulate big battles in games.

# List of Figures

**The list of figures lists the figures in the order in which they appear throughout the thesis. They may be numbered sequentially, or be subdivided following the chapters in which they appear.**

Figure 1: A picture showing something

Figure 2: A graph showing another thing

Figure 3.1: A table showing yet another thing, that appears in chapter 3.

Code snippets are images, you can find all the code in the Github repository.

# Introduction

**In the introduction, you write the background of your topic and discuss the observation that spurred you on to do this research project. Explain the purpose of the paper and present your research question(s) and the hypothesis at the end of this section. This section is typically a couple of pages long.**

How often do you encounter huge battles with thousands of units in a video game? Not very often is the answer. This is because it is not simply a matter of increasing the amount of units, it is mostly about having the battle still run at a playable framerate.

With this research, we try to figure out how to optimize big simulations of agents in video games. We find the most used techniques and implement some in our own battle simulator game, which is then compared to a standard battle simulator without optimizations, to see which techniques had which impact on performance.

The research assumes we are optimizing a battle simulator, but most optimization techniques can be applied to any game that has a large amount of independent agents in a simulation.

The main technique that will be used is data oriented programming and how to use other techniques together with DOP to achieve better performance.

The research question that we will try to answer in this research paper is the following:  
**How to simulate massive amounts of independent AI agents in real-time, in a game made with a modern game engine?**

We will answer the research question by testing the following hypotheses:

**By utilizing Unreal Engine’s Mass system, combined with other techniques, we can simulate more than  
20 000 agents fighting each other at 30 fps.**

* Using Unreal Engine’s Mass system will improve overall performance.
* Multithreading certain processes within Unreal Engine’s Mass system will improve overall performance.
* Using octree spatial partitioning will reduce the frame time needed for target acquisition.
* Using animation sharing will reduce animation frame time.

# Literature Study / Theoretical Framework

**In the literature review, you present the secondary research you have conducted. You detail the background of your topics and write about the concepts that are relevant to the study. Assume that not every reader has the same skillset or -level as you do! This section typically requires a substantial amount of references and can be a lengthy section that requires a considerable amount of pages.**

The optimization of the simulation of large amounts of agents in a video game is a complex topic since there are many factors relating to performance. There are many different ways that you can optimize depending on the needs of your game. Some are more complicated and difficult to implement than others.

We will do our best to explain to most commonly applied methods and provide sources if you want to delve deeper into a topic.

## Data oriented programming

Data oriented programming (sometimes called Data oriented design) is a programming approach where data is separated from code, with the main goal of making more efficient use of the cpu cache, by aligning data to avoid cache misses.

In a game engine, data oriented programming is usually applied by using ECS (Entity Component System).  
This is an approach where there are entities, represented by a unique ID, that are associated with components.  
Components mark an entity to have certain functionality, and hold the data needed for that functionality.  
Systems operate on all entities that have certain components, and manipulate data accordingly.

An example of this is a movement system, which evaluates all entities that have a position and movement component. The position component just holds a position, and the movement component holds a movespeed and direction. The system then goes over all position components and updates their position based on the direction and movespeed of the movement components with the same entity ID.

The Wikipedia article on ECS has a more in-depth explanation of what it is: [https://en.wikipedia.org/wiki/Entity\_component\_system](https://en.wikipedia.org/wiki/Entity_component_system%20)

## Unreal Engine Mass

Unreal Engine has implemented their own ECS system, called Mass, with the introduction of Unreal Engine 5.0. This system uses the same concepts as ECS, but has named things a bit different. Entities are still called entities, components are called fragments, and systems are called processors.

There are some other concepts that they added, like traits, which are used to define what fragments an entity has. For example a movement trait might add a transform fragment and a movement fragment. They allow for easier configuration of entities.

Another concept they added are archetypes, which group entities with the same fragments together which are then evaluated in processors as separate chunks.

They also added tags, that are fragments without data, used to identify entities easier. An entity might have the “dead” tag to indicate it is dead. The movement processor will then not operate on archetypes with the “dead” tag.

Mass also includes lots of in-built fragments and tags that can help you set up basic functionality very quickly. It includes things like steering and avoidance, and also visualization. It is also made to work well with zonegraphs, which can be used to direct crowds. This was used extensively in the City Sample demo project, released with Unreal Engine 5.0.

The in-built visualization for Mass is quite complex and will work well enough for most projects. There are two different representation methods: instanced static meshes, and actors.  
Using instanced static meshes is the most optimized as it will create an instance of a specified static mesh at the location of every entity.  
Using actors is heavier on performance since there will be an actor spawned for every entity and there is an extra step in communicating from Mass to the actor. However, actors allow for much more options in how you can render. The most obvious way of using an actor is to add a skeletal mesh to the actor to allow bone animations to be played. But you could also add logic to the actor to for example change material when you are hit.

You can even take it a step further and put gameplay logic on the actor and communicate back to Mass to inform the entity of any changes that have to be made.

The official documentation provides a good basic overview of Mass: <https://docs.unrealengine.com/5.0/en-US/overview-of-mass-entity-in-unreal-engine/>

If you want a good tutorial to get started with Mass, this one by Epic Games provides a very good beginner guide:  
<https://www.youtube.com/watch?v=f9q8A-9DvPo>

## Spatial partitioning

In almost any type of simulation with agents, you will at some point need to query for other nearby agents. A good example is if you want agents to avoid each other. Using the simplest approach, you could go over all agents, and compare their distances. Doing this for one agent would be fine, but doing this for every agent will result in an algorithm of O(n²). With 10 agents, that would be 100 distance calculations, but with 20 agents, it would already be 400 calculations. This can result in huge performance issues when there are large numbers of agents in the simulation.

Luckily, there are spatial partitioning data structures that can help to optimize this process, since they organize their data based on positions, which in turn allows us to for example find the closest position, without calculating all distances. There are many different types of spatial partitioning structures, but they are usually either flat or hierarchical.

Flat structures are the easiest to understand and implement. They just divide the world in an array of cells and every position in the data structure is put in the according cell. If you then want to find other nearby positions, you just have to look through that cell and the neighboring ones. If the positions are moving, you will of course have a certain cost for updating which cell each position is in.

Hierarchical structures are more complex since they also take the density of the positions into account. There will for example be more cells in areas where there are more positions. This is usually more optimal when the positions aren’t distributed uniformly and there are lots of empty spaces. The structure is more complicated to construct and update, but allows for faster evaluation of the data.

Spatial partitioning is a requirement for any type of simulation with many agents, and therefore is an important aspect in a battle simulator game.

## Multithreading

One of the more obvious ways of optimization is utilizing multiple threads to divide the work that one thread would otherwise have to do. Usually it makes the most sense to only multithread calculations that take the most time, since multithreading can be the cause of bugs and other issues if implemented poorly.

In the case of a battle simulator, most likely it will be the navigation, avoidance and target finding that will benefit the most from being multithreaded.

### Multithreading in Unreal Engine

Multithreading in Unreal Engine is very similar to standard C++, with Unreal having their own implementations for things like parallel for and mutex. A very good explanation of the different implementations can be found on this forum post here: <https://forums.unrealengine.com/t/multithreading-and-performance-in-unreal/1216417>

The engine runs of few processes on a different thread by default, such as rendering. But most game logic such as the game tick, runs on a single thread, so there is a lot of room for optimization there.

An important thing to be aware of is that some functionality is required to run on the game thread, such as changing the location of actors.

## Rendering/animations

When working in a 3D game engine, rendering can be a potential bottleneck, especially when rendering a large amount of separate objects.

Along with rendering, animations can also take a lot of CPU frame time. Especially since skeletal animations are most commonly used, and require the CPU to evaluate the bones every frame.

The research presented here was mostly focused on how to optimize rendering and animations in Unreal Engine 5 specifically.

### Niagara

Niagara can be used to render more than just visual effects. Using smart particles, you can render particles as if they were actors, and even add basic gameplay functionality to them.

A good example of how to use Niagara to render agents is in this video from Epic Games: <https://www.youtube.com/watch?v=CqXKSyAPWZY>

It also explains other techniques of optimizing rendering large amounts of agents. Like using LODs and even billboards to render far away agents, and using vertex animations instead of skeletal ones.

### Animation Budget Allocator

Unreal Engine has a multiple systems to help optimize animations, one of which is the animation budget allocator. This system will dynamically lower tick rate of skeletal meshes that are further away from the camera, depending on the total budget it has. This means you can easily hard-limit the CPU time that is spent on updating animations. It is very easy to implement as it only involves switching skeletal meshes with budgeted skeletal meshes, and setting up the budget you want to give.  
An important negative is that if you would exceed the budget too much, you might notice lower frame rates even on meshes that are closer.

This system is perfect for when you have more than average, but still relatively small amounts of skeletal meshes.

There is an article in the Unreal Engine documentation that explains how to set this system up:  
<https://docs.unrealengine.com/5.3/en-US/animation-budget-allocator-in-unreal-engine/>

### Animation Sharing

Animation sharing is another system Unreal Engine has available to help optimize skeletal meshes.

Instead of each skeletal mesh evaluating their own animation individually, they can share it with each other. This works by evaluating one animation instance for every state required, and then each skeletal mesh component requests animation data from the animation sharing manager, which is also based on which state the mesh owner is in.

This system requires a bit of work to set up correctly, especially if you want it to seem as if each mesh has their own animation or you want to use animations that trigger on certain events, like attacking.

Unreal Engine has a documentation page dedicated to this system here:  
<https://docs.unrealengine.com/5.3/en-US/animation-sharing-plugin-in-unreal-engine/>

### Vertex Animations

Vertex animations are an alternative to skeletal animations, the biggest advantage they have is that they run almost completely on the gpu.  
Vertex animations store animation data in a texture, so the shader reads the texture to know where each vertex of the mesh needs to be at what frame in the animation.  
A big disadvantage is that you lose a lot of cool things you can do with skeletal animations, like blending. It is still possible to blend between different animations, but you need separate textures for every possible blending scenario.

There is also extra labor required to create vertex animations. You usually first create a skeletal animation, and then afterwards use a tool to bake the animation to a texture.

Unreal Engine has a plugin called AnimToTexture, that allows you to bake animation sequences to textures.

A good guide on how to use this tool is this community tutorial from Epic Games:  
<https://dev.epicgames.com/community/learning/tutorials/daE9/unreal-engine-baking-out-vertex-animation-in-editor-with-animtotexture>

## GPU programming

Whenever the CPU is your biggest bottleneck, while the GPU is still relatively free, it can be a good idea to delegate workload from the CPU to the GPU. The GPU is also able to do certain operations much more efficiently than the CPU, which can be another reason to use one of the following techniques.

However doing calculations on the GPU can add a lot of complexity to your code and should only be done if you need insane performance optimizations. For example in Ultimate Epic Battle Simulator 2, where there are millions of units in a battle, they achieved this by running most of their calculations on the GPU.

This is a very complex topic and could easily be its own research paper, if you want more sources to delve deeper into this topic, you can find references here: add link to refs!!!!!!!!!!!!

### Compute Shaders

Compute shaders are shaders that instead of rendering, are used for computations. They work very similar to normal shaders, except that their output is not used for rendering.

Because they run on the GPU, they can do some operations much more efficient than the CPU. They also run on a separate thread, so they won’t block the thread from which you call them, like with multithreading.

### CUDA

CUDA is an API developed by Nvidia, to allow for programming on the GPU. It has the same purpose as compute shaders, but instead of writing a shader, you can use a programming language like C, C++ or Fortran. This often makes it easier or more intuitive to use than compute shaders.

Since this is developed by Nvidia, it will only run on Nvidia GPUs.

You can find more information about CUDA here: <https://en.wikipedia.org/wiki/CUDA>

### Opencl

OpenCL is very similar to CUDA, but can run on both Nvidia and AMD GPUs since it is developed by [Khronos Group](https://en.wikipedia.org/wiki/Khronos_Group). It is a more general parallel programming API, but its main use is GPU programming.

You can find more information here: <https://www.khronos.org/api/opencl>

# case study

**Alternatively, as opposed to research, you might have opted for a case study. Whichever you choose, you detail the elements of your experiment(s), the tests, objects you will test upon and subjects you will test with, the data gathering, data cleaning or feature extraction, measurements, … and you present the results obtained in an objective manner for each of the tests you conducted.**

## Experiment setup

### Introduction

In this case study, we create a battle simulator game, using Unreal Engine’s Mass system, and implement different techniques to try to increase performance to allow for the simulation of massive amounts of agents at a playable fps. Playable fps is defined as 30 fps for the purpose of this paper.

We will then compare the performance of the battle simulator that uses Mass, with a simple battle simulator game that is created using usual methods. This is to confirm if the performance is actually a result of using Mass and the various techniques we added.

We will also compare the different additions to the Mass battle simulator to see which ones improved what aspects.

Some snippets of code will be included here, for the full source code, please refer to the Github repository: Insert link here!!!!!!!!!!!

Code will be written with the standard Unreal Engine coding standards in mind: <https://docs.unrealengine.com/5.3/en-US/epic-cplusplus-coding-standard-for-unreal-engine/>

We recommend following this tutorial first that explains the very basics of Mass:  
<https://www.youtube.com/watch?v=f9q8A-9DvPo>

### Requirements

The simple and Mass battle simulator both have the following requirements:

* Two teams of units face each other.
* When the battle starts, the units run towards the closest enemy unit.
* When they are within a small distance (attack range), they will stop moving and start attacking.
* Attacking means that after a repeating delay, the unit deals damage to its target.
* When the target reaches zero hitpoints, it dies.
* The units have to avoid other units.
* The movement utilizes pathfinding to avoid big obstacles and navigate through the world.
* 3D models are used to represent the units, they are of standard quality.
* The following animations play at the correct time:
  + Idle
  + Moving
  + Attacking
  + Dying

To ensure the quality of the assets that are used we will be using models from the game [Paragon](https://en.wikipedia.org/wiki/Paragon_(video_game)). This was a AAA game developed by Epic Games, which means the quality should be very good and it should be easy to use the assets in Unreal Engine. All assets are available on the Unreal Engine Marketplace, we will be using the paragon minion models specifically

For environmental assets we will be using the free Landscape Pro 2.0 package from the Unreal Engine Marketplace: [https://www.unrealengine.com/marketplace/en-US/product/landscape-pro-auto-generated-material](%20https:/www.unrealengine.com/marketplace/en-US/product/landscape-pro-auto-generated-material)

### Measurements

We will measure performance of the simple battle simulator, the battle simulator made with Mass, and also every time we add a major optimization feature.  
Eight different unit counts will be measured, starting at 100 vs 100, then doubling until we reach 12800 vs 12800.  
With these multiple tests we will be able to see how well everything scales with agent count.

Performance will be measured by frame time, which will be recorded using Unreal Insights, in a development build. This is not a shipping build, so there will still be a certain performance cost because debugging data is included, however, this is required to be able to properly profile.

We will record from the start of the battle (after spawning in the units), until one side has lost all their units. Meanwhile the camera will stay static, to eliminate any variance that could be caused by culling, LODs…

We will use the frame at 10 seconds into the battle to compare with others. Unless that frame has some irregularity, like a big flush, then we take the next frame.

The goal is not to have super precise measurements with exact numbers. Instead, we want to get a general idea of where we should optimize and which techniques have a noticeable impact on which aspect of the game.

There will only be one device used for measurements, an Omen Gaming Laptop with the following specs:  
CPU: AMD Ryzen 7 5800H 3.20 GHz  
RAM: 16 GB  
GPU: NVIDIA GeForce RTX 3060 Laptop GPU

## Experiment Execution

### Simple battle Simulator

For the simple battle simulator, we will follow the normal pipeline for creating an Unreal Engine game.

We create a unitmanager as a component of the gamemode. This manager spawns a specified number of actors within a specified area. It also holds two arrays of AActor pointers to those spawned actors, so these can later be queried when looking for nearby actors. There are two arrays, so that the actors can easily be filtered based on which army they belong to.
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The agent/unit is an actor that inherits from ACharacter, since that will allow us to use UCharacterMovementComponent, which has in-built RVO avoidance.

Most functionality will be implemented in separate components, since that allows reusability in case we would implement different types of units. It will also be easier to translate to Mass, since the components are somewhat similar to the components in an ECS. (fragments in Unreal’s case)

#### Component overview

**UTargetAcquisitionComponent**

Holds the ID of the army this unit belongs to, so it can filter the arrays of units from the unit manager  
Every Tick, get all alive units from the unit manager.  
Find and store the one that is the closest to this unit

**UMoveComponent**

Every Tick, read the current target from UTargetAcquisitionComponent.  
If we are outside StopRange, move towards the target, following a path on the navmesh.  
Otherwise, stop all movement.

**UHealthComponent**

Holds the current health amount.  
Has a function that subtracts health, and broadcasts a delegate event when health reaches zero or below.  
After death, we leave the actor alive, since it looks cool and won’t bring our performance lower than it was at the start of the battle (and it looks cool). If you are in scenario where you spawn in more units as the battle progresses, it is probably better to destroy the actor after death.

**UAttackComponent**

Holds data regarding attacking (damage, attack interval, attack interval timer)

Every Tick, read the current target from UTargetAcquisitionComponent.  
If the target is within attack range, count down the timer.  
If the timer reaches zero or below, deal damage to the target and reset the timer.

#### Animations

We still have to set up animations. For that, we add our model to the skeletal mesh component in the unit blueprint and we create a simple animation blueprint with four different states:  
Idle, Moving, Attacking and Dead.

We assign the correct animations to each state and we get our current state from a UAnimationInstance class that we create. This class will evaluate the actor that the skeletal mesh is a part of, and by using the components, will determine the state that the unit is in.

#### Project Settings

We don’t change many project settings, except for changing the global illumination method from lumen to none

We leave the anti-aliasing method to the default Temporal Super Resolution, because other methods look noticeably worse in this example project.

Add images of AA settings here

We leave the shadow map method to virtual shadow maps.

That’s it for the simple battle simulator!

### Mass battle Simulator

For the battle simulator made with Mass we have to first include the required plugins, these include MassEntity (for all base Mass functionality) and MassAI, MassGameplay and MassCrowd (which include lots of pre-built functionality)

Next, we will create our fragments and processors. Fragments are very simple, they just hold data.  
Setting up a processor usually requires these three functions: the contructor, ConfigureQueries and Execute.  
In the constructor, we define the initial value of some variables, like whether the processor will automatically register itself, or if we want to do that at another time through our own code. We can also configure which tick phase we want our processor to execute during, and there are many more options than that of course.

#### Functionality

#### Spawning

Spawning Mass entities can be done in two ways by default:  
Adding a MassAgent component to an actor, and spawning in the actor.  
Or using the MassSpawner to spawn in entities based on an EntityConfig data asset.

We could create our own spawner aswell if we want custom spawing behavior, but for our purposes, the MassSpawner will do.

The EntityConfig asset can be used to define which traits, so in turn, which fragments will be part of the spawned entities.

#### Target Acquisition

For the target acquisition, we first need to be able to associate every entity with a certain army, for that, we add an ArmyIdFragment, this just holds an integer value that represents the army this entity belongs to.
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Ideally, we should be able to configure a spawner to spawn units with a specific army ID. This is not possible with the default spawner – data generator setup. To solve this issue, we create our own spawn data generator, based on the default EQS SpawnPoints generator, we just add an extra value, ArmyId, to the spawndata. Then we also create a copy of the default UMassSpawnLocationProcessor that sets up all spawned entities with the correct spawn transforms, we again just add the army ID.
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Next, we need to be able to get a list of all possible targets. For that, we will be using a World Subsystem, which is similar to a singleton in that it can easily be accessed from any class. It is created right before the world initializes, and destroyed after the world cleans up.

This subsystem will hold an array of arrays of FMassEntityHandle, similar to the simple battle simulator. FMassEntityHandle is a struct that can be used together with the EntityManager to operate on a specific entity, for example getting a specific fragment or tag.
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We then create a TargetAcquisitionProcessor, where we go over every entity and for each one, we go over all entity arrays that are not at the index of our own army ID, to find the one that is closest. We then update our TargetAcquisitionFragment with the target we found.
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#### Movement

For movement, we will use the Steering, Avoidance, Movement and SmoothRotation traits that are included in the Mass plugin.

We still have to set the steering target and do pathfinding ourselves. To do so, we will create a navigation processor and a movement processor.

The navigation processor will go over every entity, and find a path on the navmesh towards the target from the TargetAcquisitionFragment. It uses UNavigationSystemV1::FindPathSync to do so.
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The movement processor will check if the unit is within stop range, and if so, will set the steering target to its own position. With this, there is still one issue, the avoidance will still be active. To solve this, we set the velocity and force values of the according fragments to zero every frame. It would be more ideal to have our own avoidance system, but that is out of scope of this research.
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#### Attacking

For our attacking functionality, we need two fragments to hold data, and Attack and a Health fragment. The attack fragment will hold the attack delay timer, while the health fragment will keep track of the current health. For our constant data, like damage and attack delay, we will use a shared fragment. This fragment will be shared between all entities of the same archetype, allowing for more efficient memory usage. It is a good practice to make use of shared fragments wherever possible.
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The attack processor will simply go over all entities, and count down their attack delay timer.  
Once this timer is below or equal to zero, the health fragment of the target entity will lose health equal to the damage of the shared fragment.  
If the health falls below 0, it will simply add a DyingTag to the entity, which will exclude it from most processors and allow a DeathProcessor to take over.
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#### Dying

Dying will be handled in two separate stages: dying and dead, which will be indicated by the appropriate tag.

Dying entities are still in the process of dying, they need to play their animation, but no longer be doing any functionality like movement. They also need to be excluded from the target acquisition subsystem.
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The dying fragment will use a timer to indicate how long it takes until it is dead. The processor will go over every entity and count down the timer, once done, it will spawn a new entity, according to a DeadEntity EntityConfig asse. This entity will just have a transform and visualization.  
We will not immediately destroy the now dead entity, as a supposed good practice is to instead mark it as dead by using a tag, and then using DestroyEntities() to destroy multiple entities at once.
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#### Visualization

We will visualize the units by adding the MassMovableVisualizationTrait to the EntityConfig asset. This trait requires us to configure which actors or static meshes will represent the entity, along with at what distance actors or instanced static meshes will be shown. The static meshes will be just one extracted frame from the idle animation, and the actor will be a newly created actor blueprint.
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This actor needs to have a MassAgentComponent to be able to work properly. In this component, we can then assign a sync trait. There are some sync traits that come with the plugin, but these assume that our actor inherits from ACharacter and have a CharacterMovementComponent. This is not the case for us, so we will create our own sync trait and translator. The translator is actually just a processor that sets the transform of the actors associated with an entity.
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We also need to add the LODCollectorTrait, to make sure that the correct LOD tags are added to the entity, so that the visualization processor knows when to show what type of visualization.

#### Animation

We will not implement vertex animations, so whenever the instanced static meshes are shown, they will not be animated. However, we will use skeletal meshes in the actors that are used for visualization up close. This means we add a skeletal mesh component to our actor, assign the correct model and create an animation blueprint. The animation blueprint is exactly the same as the one used in the simple battle simulator, but the animation instance class that is used to gather the state of the actor will be different.  
We now need to access the MassAgentComponent, get the associated EntityHandle, and get a fragment that holds our animation state. This fragment’s state will be set by various processors, like the movement and attack processors.
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### Rendering/LODs

We soon noticed that our draw calls exceeded insane amounts, and the draw thread got overloaded way sooner than expected. This is because we originally used models from the Paragon Greystone pack, which were intended to be models for a main player character. This meant it had 18 different materials applied resulting in an insane amount of draw calls per unit. After replacing this with the paragon minions models, the draw calls went back to a more normal amount.

Insert image of draw calls here

However, the primitive count was still very high and would soon cause the render thread to be a bottleneck again. To solve/remedy this, we generated new LODs for the models. Going from 5000 vertices to only 250 at far distances. Generating LODs in Unreal Engine is luckily very easy, you just configure an LOD data asset, specify the percentage of triangles that you wish to keep at which LOD levels, and click regenerate.

Insert image of LOD data asset here

### Multithreading

As of 5.1, Mass already does some multithreading by default. Every processor will execute on a separate thread, unless bRequiresGameThreadExecution is true. This might happen in parallel with other processors, but the execution order often won’t allow it.
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However, a single processor can still take a lot of frame time, and it might benefit from dividing tasks between multiple threads.

The processors that currently take the most frame time, are the target acquisition, avoidance and navigation processors. We could multithread the avoidance processor by copying it and making our own, but to save time, we will skip this one for now. The target acquisition processor can easily be multithreaded by just replacing the normal for loop with a ParallelFor.

Image

We can do the exact same in our navigationprocessor, but we have to replace FindPathToLocationSynchronously with FindPathSync, since the first one requires to be executed on the game thread. There is also the option to use a normal for loop and use FindPathASync, but from what we tried, this was slower than FindPathSync in a ParallelFor.

We also multithreaded the movement and attacking processor, which in hindsight was not needed since they already barely take any frame time at all.

Also make sure to use a mutex (FCriticalSection in Unreal Engine) whenever you don’t want two threads accessing the same section of your code at the same time.

Image of mutex

### Spatial Partitioning

There are many types of spatial partitioning structures, ideally, we would test out multiple and compare which give the best result. However, we don’t have enough time for that since we would like to focus on all aspects of optimizing a battle simulator.

The avoidance processor that is included in the plugin, uses a hashgrid for its spatial partitioning, however, we will use an octree. We will likely have a high variance in density of our units, at the start of the battle, they will be evenly divided, but after they meet each other, potentially less than 10% of the space will be used. Therefore, we expect better results for our case if we use an octree, since it is supposed to have fast querying of data when there is variance in density.  
We could have also used a quadtree (2D version of an octree), since our movement is limited to a 2D plane right now, but that might change in the future so we use an octree instead.

Luckily, Unreal Engine has some spatial partitioning structures built into the engine, like the hashgrid that was used for avoidance. They also have multiple octree implementations, the one we will use is TOctree2 (the original TOctree is deprecated), since it is the most similar to a classic octree. There is also FSparseDynamicOctree3, which is a grid of octrees, which could be interesting but we will not experiment with it during this research.

Implementing the octree is simply a matter of replacing the arrays in the TargetAcquisitionSubsystem with an octree. The documentation of TOctree2 is very limited so it is somewhat difficult to figure out how to properly use it, so we will just look at other places in the engine code where it is used, and base our implementation on that.

After defining the octree, we will create functions that add, remove, and update our octree elements.  
Updating an element is done by removing and reinserting it in the octree. This will get done through a processor that updates all entities in the octree every frame. This can become an expensive operation to do for every entity, so it would be a good idea to use a tag to mark an entity to require an update, that way we avoid having to update the octree for every entity every frame.

Next, for finding the closest target in the octree, we don’t have access to all nodes directly, but we have some functions that will help us operate on elements in the nodes. First, we will use FindNearbyElements, to go over all elements in the same node as our entity. This will give us a close entity, but might be inaccurate, since there could be a neighboring node, that has an entity very close to the edge that is closer to us. So to get an accurate result, we will use FindElementsWithBoundsTest afterwards, with the radius of our bounds equal to the closest distance that we found so far.

Image of target finding

### Animation Sharing

After optimizing the game logic, we notice that our newest bottleneck is the animations. Skeletal mesh updates and animation blueprint ticks seem to take too much frame time.
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There are multiple ways to optimize animations, the most optimal solution would be to use vertex animations. This would take a long time to implement and might potentially be challenging to combine with the static mesh instance rendering from Mass that we are currently using.

Another option would be to use the animation budget allocator, however, this could cause noticeable animation lag with our large amount of units.

So we arrive at our third option, the animation sharing manager. This seems to be an ideal solution, since we can keep using our skeletal meshes. And because all of our units share the same skeleton, we should be able to improve performance quite a bit by sharing animations.

To set up the animation sharing manager, we have to first create an instance of the manager in our gamemode.
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Then, we have to define an AnimationSharingSetup asset. In here, we define which skeletons are used and which animations they have. We also have to enable blending and set an amount of different instances per animation, to try and make it less noticeable that animations are shared.  
For our attack and death animations, we need to set them to be on demand, since we want an individual instance to play every time a unit attacks or dies.
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Lastly, we have to register every actor with the animation sharing manager on BeginPlay, and unregister on EndPlay. Unregister is weirdly not available to blueprints, so we expose the function ourselves through C++;
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## Results

Results are only measured on one device, and each trace was only recorded once. This can lead to inaccurate results, but they will still present a general idea that can be insightful. We don’t think more accurate measurements will heavily influence the conclusion.

You can find an excel sheet with all the recorded data here:

Use the drop-down list in the top right of the master sheet to determine what amount of units you want to see data for.

You can see the most impactful and interesting frame times in the table.

The navigation and target acquisition costs in the simple battle simulator are difficult to distinguish, since they don’t happen in order. We will present these frame costs combined under the target acquisition cost, please be aware that this also includes navigation in the case of the simple battle simulator.
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For target acquisition with spatial partitioning, the time required to update the octree is also included in the target acquisition time.

If you want to look at the traces recorded with Unreal Insights, that were used to extract this data, they are available here:

# Discussion

**In this section, you offer an interpretation of the results you obtained and try to relate them to the theoretical framework you presented. This is typically not a very long section, but obviously one of the most important ones.**

Let’s first address the many inconsistencies in some results when going to higher frame times. We took the frame snapshot after exactly 10 seconds of the trace start, but that means that differences in frame times can affect the amount of units that are still alive at 10 seconds, which means that frame time measurements could potentially be misleading.  
We could solve that by taking a frame after only one second, but this might also make results inaccurate, since there will be different animations playing, density might be different for spatial partitioning, etc…  
This also means that results with frame times above 100 might be almost useless.

We will be using graphs to discuss the data, if you want to see the exact numbers we measured, please refer to the excel file with all the data here

## Frame Time Over Unit Count

The game thread takes more frame time than the render thread and the GPU in all cases, once we go past 800 vs 800 units. This means that our game functionality scales the worst over unit count, it is also our bottleneck and should be the focus of optimizations.

An unexpected result is that the battle simulator with Mass seems to only very barely improve the frame time compared to the simple battle simulator.

We can also see that the addition of spatial partitioning seems to greatly improve the scaling of the frame time.

Chart 1: Game thread frame time over unit count

In case of the render thread, it seems like mass greatly reduces the frame time. Probably as a result of the instanced static meshes that are used for rendering at longer distances instead of actors.

Something noticeable is that spatial partitioning seemingly improves rendering frame time. However, it is possible that because the frame time gets so high without spatial partitioning, there is a different amount of units alive at the time of the frame, which will of course influence rendering speed.

Chart 2: Render thread frame time over unit count

The GPU frame time seems to vary a lot, seemingly randomly. We can also deduce that the GPU time goes up when there are more units on screen, and that Mass, or any other technique doesn’t have a clear obvious impact on GPU performance.

Chart 3: GPU frame time over unit count

For the simple battle simulator, we couldn’t gather data for target acquisition and navigation separately, so both costs are included together in this one. This makes it much more difficult to compare the simple battle simulator with the others.

Target acquisition seems to be scaling very badly, and is at least one of the reasons of why the game thread in general scales badly over unit count. The addition of multithreading seems to help a lot with the frame time, but doesn’t improve the scaling. However, the addition of spatial partitioning seems to fully solve that issue.

It is noticeable that the Mass battle simulator has a worse frame time than the simple one, even with the simple one also including navigation. This is likely caused by a mistake in our implementation or measurements, and would need to be further analyzed to find the reason.

Chart 4: Target acquisition frame time over unit count

The navigation frame time of the simple battle simulator was included in target acquisition time, since we couldn’t distinguish those measurements. As a result it is excluded from this graph.

Navigation seems to scale at roughly O(n) time. Multithreading improved navigation frame time by quite a lot, but didn’t affect the scaling.

Chart 5: Navigation frame time over unit count

In this graph, we can see that the character movement component that was used in the simple battle simulator, seems to be very inefficient in general, even with only a few hundred units.

The movement in the Mass battle simulator is very fast, and the avoidance processor seems to be very optimized. It is not multithreaded however, so there is no noticeable difference with the multithreading addition.

Movement and avoidance take over 25 milliseconds in the final test, which means they will still need more optimizations if we want to run the battle simulator at 30 fps.  
Multithreading could potentially be a good enough solution.

Chart 6: Movement and avoidance frame time over unit count

The time it takes to translate from Mass to the actors is noticeable enough to be worth analyzing. In the first three tests, the frame time seems to steadily grow, after which it stabilizes. This is because at that point, most new units will be spawned outside of the range where actors get used for visualization.

The frame time in case of the animation sharing implementation deviates from the others. This might be because there is an extra step involved with the skeletal meshes copying data from the animation sharing manager. It could also be a measuring mistake.

Multithreading did not improve translation frame time, because we are not able to manipulate actor positions from a thread other than the game thread. Which means we are not able to multithread this process at all.

Using vertex animations could potentially eliminate this entire cost, since we could use instanced static meshes to render everything in that case.

Chart 7: Mass to actor frame time over unit count

Animation frame times vary a lot, this might be because of the kind of animations that are playing at that specific frame, for example an attacking animations might be more costly than an idle one. Or perhaps it is more costly while the animations are blending between each other.

We can see that the simple battle simulator needs a lot more frame time for animations compared to the Mass implementations. This is because in Mass, the furthest away units are instanced static meshes and don’t play any animations. This is definitely somewhat noticeable though, so the improved animation performance comes at a cost of quality in this case.

The animation sharing implementation greatly reduces animation frame time in all tests, which means that it works quite well.

Vertex animations might be a better solution than animation sharing, since it would solve the issue of far away units not having animations and also delegate the animation work to the GPU.

Chart 8: Animation frame time over unit count

## Game Thread Frame Time Composition

Through the following graphs, we will take a look at which elements take the most time in the game thread, since that is our biggest bottleneck. These measurements are from the 800 vs 800 test, because that is about where the fps drops below 60 in all cases.

In the simple battle simulator, it is obvious that the character movement component is the biggest performance issue. Creating your own movement component and avoidance system might help with that. After that, target acquisition takes the most frame time.

Chart 9: Game thread frame time distribution in the simple battle simulator with 800 vs 800 units

In the Mass battle simulator, target acquisition takes most of the frame time. This could be the result of a mistake in the implementation.

It is also noticeable that the navigation starts taking a big chunk of frame time as well.

Chart 10: Game thread frame time distribution in the mass battle simulator with 800 vs 800 units

With the addition of multithreading, we can see that the distribution of frame time is much more even than before. However, target acquisition is still clearly the biggest chunk, while animation and navigation start to become very noticeable as well.

Chart 11: Game thread frame time distribution in the mass battle simulator with multithreading with 800 vs 800 units

Spatial partitioning resolves the scaling issue that target acquisition had. As a result, the biggest consumers of frame time are now animation and navigation.

Chart 12: Game thread frame time distribution in the mass battle simulator with spatial partitioning with 800 vs 800 units

With our final addition of animation sharing, we drastically reduce the frame time that animation takes. With the newest game thread bottleneck being the navigation.

Chart 13: Game thread frame time distribution in the mass battle simulator with animation sharing with 800 vs 800 units

## Summary

With all these results we can now verify if our hypotheses were wrong or right.

We can conclude that with our implementations, we cannot simulate 20 000 units at 30 fps.

Using Unreal Engine’s Mass system, does increase overall performance if you take away the target acquisition aspect of the simulation, however, our Mass implementation seems to decrease the performance of that target acquisition.

Multithreading does improve overall performance when combined with Mass.

Octree spatial partitioning does reduce frame time needed for target acquisition by improving how well it scales with unit count.

Animation sharing does reduce animation frame time.

# Conclusion

**In this section, you ascertain the demonstrable outcomes of your study and outline the merits of the project for the academic field and the discourse community. This is typically not a very long section, but obviously also one of the more important ones.**

While we didn’t reach the target we expected when forming our hypotheses, we still gained some interesting insights from our case study on how to optimize huge battles in a video game:

* First of all, the game thread is the primary bottleneck in a battle simulator game.
* Secondly, spatial partitioning is extremely important in simulations with thousands of units.
* A data oriented system has the potential of increasing overall performance, and makes it easier to optimize other aspects, like multithreading especially.

We also have an example of the usage of Mass available now, which other people can use to learn how the system works.

If your game has different requirements than this case study, you will be able to do more specific optimizations. For example, if your battlefield does not have any obstacles, you could completely remove navigation. If it fits the battle, you could also group your units together in squads, which could also give a huge boost to game thread performance.

Reducing tick rate of certain operations like target acquisition and navigation, could also make an immense impact on performance at the cost of simulation accuracy of course. In many cases however, it will be worth it.

# Future work

**This section is sometimes standalone, sometimes incorporated in the conclusion. It looks at the shortcomings of the study, alternative strategies, and what could be the next course of action in the research field. This is typically not a very long section.**

There is a lot of potential future work that can be done on the basis of this study.

You could delve deeper into most aspects that were applied in the case study. For example, you could try out many different spatial partitioning structures and measure which ones have the biggest impact on performance in which situations. Or you could go deeper into Mass or other data oriented systems, to try and make the most optimal use of it.

This case study could also be expanded by continuing to optimize here. The two things that would probably have the biggest impact would be to optimize navigation, since that seems to be a big consumer of frame time. Another optimization would be to use vertex animations and only instanced static meshes to render the Mass entities. This could potentially even be combined with Niagara’s rendering system to try and get the best possible rendering performance.

There could also be a study on how to add projectiles to the simulation. This is quite a big addition, since you might need hit detection, efficient spawning of entities, etc…

Another big topic that could be its own research project, is GPU programming. This is how the biggest battle simulator on the market, Ultimate Epic Battle Simulator, achieves millions of units in a single battle. It is a very complex topic, but could definitely pay off.

# Critical Reflection

**This section is typically associated with a bachelor paper, not other forms of serious writing. It allows the student to reflect on the learning outcomes, both academically and in terms of personal growth.**

Overall I am happy with what I accomplished during this research project. However, I really wish I had more time to fully optimize the battle simulator and reach my goal of 20 000 agents fighting each other.

I also would have liked to take more time to explore Mass further since I only scraped the surface.

I underestimated how much work the CPU needs to do for animations and rendering as a whole.

I learned a lot about Mass and how a data oriented system can be implemented in a game engine. I would like to take the time to also look into Unity DOTS, and compare the two systems.

I also learned how to use the Unreal Engine source code to understand how their systems work, since that was my main source of information about Mass, because there are very few tutorials and documentation about more advanced Mass aspects.
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