Problem: Email Spam Detection

# Introduction

In the digital age, email has become a primary mode of communication, both for personal and professional purposes. It’s quick, efficient, and allows us to stay connected with people around the world. However, this convenience also comes with a downside: email spam.

Email spam, also known as junk email, is unsolicited messages sent in bulk via email. These messages often contain advertisements, but they can also carry harmful links or attachments that can lead to phishing websites or install malware on your computer.

The problem of email spam is more than just an annoyance. It poses significant challenges and risks to individuals and organizations alike. For individuals, spam emails can clutter up the inbox and make it difficult to find important messages. They can also lead to security breaches if a user accidentally clicks on a malicious link or downloads a harmful attachment.

For businesses, the problem is even more severe. Spam emails can lead to decreased productivity as employees spend time sorting through their inboxes. They can also lead to significant security risks, including data breaches and financial loss, if employees interact with malicious content.

Despite the efforts of email service providers to filter out spam, many such emails still make their way into our inboxes. This is where machine learning comes in. By training a machine learning model to recognize the characteristics of spam emails, we can improve spam filters and better protect users from unwanted and potentially harmful emails.

In this report, we will explore how machine learning can be used to tackle the problem of email spam. We will implement several machine learning algorithms, evaluate their performance, and discuss their implications in the real-world context of spam detection.

# Problem Statement

In the realm of digital communication, the ability to accurately classify emails as either “spam” or “ham” (non-spam) is of paramount importance. Spam emails not only clutter our inboxes, making it harder to find relevant messages, but they can also pose significant security risks. Therefore, the goal of this project is to develop a machine-learning model that can effectively distinguish between spam and ham emails.

To achieve this, we will leverage a dataset comprising numerous email examples, each labeled as either “spam” or “ham”. This dataset serves as the foundation for training our machine-learning model. It provides the model with examples of both spam and ham emails, enabling it to learn the distinguishing features and patterns associated with each class.

However, the task is not as straightforward as it may seem. Emails are composed of text data, which is unstructured and can vary greatly in terms of content, style, and format. Moreover, spammers often employ sophisticated tactics, such as altering the spelling of spam-related words or inserting benign content, to evade detection. Therefore, a key part of this project will involve preprocessing and transforming the text data into a format that our machine-learning model can understand and learn from.

Furthermore, we aim to not just create a model that can classify emails, but one that can do so with a high degree of accuracy. The effectiveness of our model will be evaluated based on its ability to correctly classify unseen emails in the test set. A model that achieves a high accuracy rate will ensure that legitimate emails are not incorrectly flagged as spam, while also catching the maximum number of spam emails.

In summary, this project presents an exciting opportunity to apply machine learning techniques to a real-world problem. The insights gained from this project could potentially enhance the effectiveness of spam filters, thereby improving the email experience for users worldwide.

# Methodology

For this problem, we will use a classification algorithm, as we are predicting a categorical value: whether an email is “spam” or “not spam”. Specifically, we have chosen to use the Support Vector Machines (SVM) algorithm for our experiment.

Support Vector Machines is a powerful and flexible class of supervised algorithms for both classification and regression. However, it is more commonly used in classification problems. In this algorithm, we plot each data item in the dataset in an N-dimensional space (where N is the number of features you have) with the value of each feature being the value of a particular coordinate. Then, we perform classification by finding the hyperplane that differentiates the two classes very well.

The SVM algorithm is particularly advantageous due to its ability to handle high dimensional data, and it’s effective when the number of dimensions is greater than the number of samples. Moreover, it is versatile as different Kernel functions can be specified for the decision function.

We will implement this algorithm using the sci-kit-learn library in Python, which provides simple and efficient tools for data analysis and modeling. It includes a variety of machine learning algorithms, including SVM, and allows for easy implementation and testing of these models.

In our experiment design, we will train our SVM model on a training set of emails, each labeled as either “spam” or “not spam”. After training, we will test the model on a separate test set of emails and evaluate its performance based on its accuracy in correctly classifying the emails.

# Experiment Implementation

## 4.1 Dataset

The dataset that forms the backbone of our experiment is structured with two distinct columns: “Category” and “Message”.

The “Category” column serves a crucial role in our dataset. It categorizes each email message as either “spam” or “ham” (non-spam), providing the essential labels that our machine learning model will learn to predict.

On the other hand, the “Message” column contains the actual content of the email messages. This raw text data is what our model will analyze and learn from to make its predictions.

The dataset is quite extensive, encompassing a total of 5572 individual email records. This substantial volume of data will provide a robust foundation for training our machine learning model, enabling it to learn a wide array of patterns and characteristics that distinguish spam emails from non-spam ones.

The dataset can be downloaded at <https://drive.google.com/drive/folders/1bRuM2RJ3CGD5_PtnIr7jVbC5kOJW5o6x>

## 4.2 Model Implementation

For Model Implementation, we will divide it into 3 steps which are: Data Preprocessing, Training Model, and Evaluation.

**4.2.1 Data Preprocessing**

This is the first and one of the most crucial steps in the machine-learning pipeline. In this stage, we prepare our data for the model. For our email spam detection problem, this involves converting the raw text data in the “Message” column into a numerical format that our machine learning model can understand. Techniques such as tokenization, removal of stop words, and TF-IDF vectorization can be used. Additionally, we’ll also need to convert the “Category” column into binary labels, with ‘spam’ as 1 and ‘ham’ as 0, for example.

**Step 1: Import Dataset**

The first step in our data preprocessing pipeline involves importing the dataset. We use the pandas library in Python, which provides powerful data structures for data analysis and manipulation.

*#Import libraries*

import numpy as np

import pandas as pd

*#Import Dataset*

df = pd.read\_csv("./mail\_data.csv")

df.shape

**Step 2: Define Feature and Target Variable**

Once we have our dataset loaded, we define our features and target variables. In our case, feature X is the ‘Message’ column, which contains the text of the emails. The target variable Y is the ‘Category’ column, which indicates whether each email is ‘spam’ or ‘ham’. We also convert the ‘Category’ column into 0 for ‘spam’ and 1 for ‘ham’ for our Y target label.

*# Select Only Data that is not null*

data = df.where(pd.notnull(df), '')

*# Change spam and ham cateogry to 0 and 1*

data.loc[data['Category'] == 'spam', 'Category',] = 0

data.loc[data['Category'] == 'ham', 'Category',] = 1

X = data['Message']

Y = data['Category']

**Step 3: Splitting Training and Testing dataset**

The next step is to split our dataset into a training set and a testing set. This is done using the train\_test\_split function from the sklearn.model\_selection module. We allocate 80% of the data for training our model and reserve the remaining 20% for testing its performance. We also set random\_state to 0 to ensure that our splits are reproducible.

from sklearn.model\_selection import train\_test\_split

X\_train, X\_test, Y\_train, Y\_test = train\_test\_split(X, Y, *test\_size*=0.2, *random\_state*=0)

**Step 4: Feature Extraction**

After splitting the data, we need to convert our text data into a numerical format that our machine learning model can understand. This process is known as feature extraction. We use the TfidfVectorizer from the sklearn.feature\_extraction.text module for this purpose. We set min\_df to 1, stop\_words to ‘english’, and lowercase to True. This converts our email texts into a matrix of TF-IDF features, effectively transforming the text data into numerical data.

*# Transform Data to Feature Vector*

from sklearn.feature\_extraction.text import TfidfVectorizer

feature\_extraction = TfidfVectorizer(*min\_df* = 1, *stop\_words* = 'english', *lowercase* = True)

X\_train\_features = feature\_extraction.fit\_transform(X\_train)

X\_test\_features = feature\_extraction.transform(X\_test)

Y\_train = Y\_train.astype('int')

Y\_test = Y\_test.astype('int')

**4.2.2 Model Training**

Once our data is preprocessed, we can proceed to train our model. In this stage, we’ll use the Support Vector Classification (SVC) algorithm to learn from our training data. The model will learn to associate the numerical representations of the email messages with their corresponding labels (spam or not spam). We’ll use the sci-kit-learn library in Python to implement the SVM algorithm.

**Step 1: Model Declaration**

*# Support Vector Classification Model*

from sklearn.svm import SVC

model = SVC()

**Step 2: Training Model**

model.fit(X\_train\_features, Y\_train)

**Step 3: Predict**

Y\_predict\_testing = model.predict(X\_test\_features)

**4.2.3 Model Evaluation**

After our model has been trained, the final step is to evaluate its performance. We’ll do this by having the model make predictions on a test set of emails that it hasn’t seen during training. We can then compare these predictions to the actual labels to determine the accuracy of the model. Metrics such as precision, recall, and the F1 score can also be used for a more comprehensive evaluation.

from sklearn import metrics

*# Calculate metrics*

accuracy = metrics.accuracy\_score(Y\_test, Y\_predict\_testing)

precision = metrics.precision\_score(Y\_test, Y\_predict\_testing)

recall = metrics.recall\_score(Y\_test, Y\_predict\_testing)

f1\_score = metrics.f1\_score(Y\_test, Y\_predict\_testing)

print(*f*"Accuracy: {accuracy}")

print(*f*"Precision: {precision}")

print(*f*"Recall: {recall}")

print(*f*"F1 Score: {f1\_score}")

# Results & Discussion

After training and testing, we’ll present the performance of the SVC model. We’ll discuss how well our model is likely to perform on unseen emails, given its performance on the test set.

**5.1 Model Accuracy**
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According to the evaluation metrics, we can analyze the performance of the Support Vector Classifier (SVC) model based on the above metrics:

* **Accuracy (0.9839)**: This is the ratio of the total number of correct predictions to the total number of predictions. An accuracy of 0.9839 means that your model correctly predicted the class (spam or not spam) of about 98.39% of the emails in your test set. This is a high accuracy rate, indicating that your model is performing well.
* **Precision (0.9815)**: This is the ratio of true positive predictions (spam emails correctly classified as spam) to the total number of positive predictions (all emails classified as spam). A precision of 0.9815 means that about 98.15% of the emails that your model classified as spam were actually spam. This suggests that your model is very reliable when it predicts that an email is spam.
* **Recall (1.0)**: This is the ratio of true positive predictions to the total number of actual positives (all actual spam emails). A recall of 1.0 means that your model correctly identified all the spam emails in your test set. This is an excellent recall rate, indicating that your model is very good at detecting spam emails.
* **F1 Score (0.9907)**: The F1 score is the harmonic mean of precision and recall, providing a balance between these two metrics. An F1 score of 0.9907 is very high, suggesting that your model has a strong balance between precision and recall.

In summary, the SVC model is performing exceptionally well on the email spam classification task. It’s accurately classifying emails, reliably identifying spam emails, and not missing any actual spam emails. The high F1 score indicates a good balance between precision and recall.

**5.2 Model Comparision**

We also did a comparison between the SVC model with the other popular machine learning models as well.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Model | Accuracy | Precision | Recall | F1 Score |
| SVC | 0.9839 | 0.9815 | 1.0 | 0.9907 |
| Logistic Regression |  |  |  |  |
| Forest Tree |  |  |  |  |
| Random Forest |  |  |  |  |
| KNN |  |  |  |  |
| Naïve Bayes |  |  |  |  |

# Conclusion

Our experiment on the classification task for email spam detection has demonstrated the potential and effectiveness of machine learning algorithms in tackling such tasks. The Support Vector Classifier (SVC), along with other popular models, exhibited high accuracy rates, indicating their capability to distinguish between ‘spam’ and ‘ham’ emails effectively.

The SVC, in particular, showcased robust performance, further reinforcing the versatility and power of this algorithm in handling text classification problems. The precision, recall, and F1 scores were all commendably high, suggesting that the model was not only accurate but also reliable in its predictions.

However, it’s important to note that our dataset was a testing dataset, specifically curated for this experiment. While the models performed well on this dataset, the real-world scenario might present more complex and diverse instances of spam emails. Therefore, while our results are promising, the models’ performance on real-world data might vary.

In future work, it would be beneficial to test these models on real-world data, which would provide a more comprehensive understanding of their performance and robustness. Additionally, exploring other machine learning algorithms and tuning hyperparameters could potentially lead to even better results.

In conclusion, this experiment underscores the potential of machine learning in enhancing spam detection, paving the way for more secure and efficient email communication.