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# INTRODUCTION

In this analysis, several techniques used in unsupervised learning are explored. Namely clustering and dimensionality reduction are used to determine likeness among data set samples to create more meaningful insight into the relationship between data features ultimately producing better prediction outcomes. Several algorithms are implemented and applied to two data sets and their performance, likeness, advantages, and disadvantages are discussed on both data sets. Two clustering algorithms are implement: Expectation Maximization and K-Means. Four dimensionality reduction algorithms are implement, three of which are linear models including Principal Component Analysis (PCA), Independent Component Analysis (ICA), and Randomized Projections (RP). The fourth dimensionality reduction algorithm is a nonlinear manifold learning algorithm which was selected as t-Distributed Stochastic Neighbor Embedding (t-SNE). Several experiments were run for each algorithm with the goal of disseminating how the clustering and dimensionality reduction techniques affect each data set.
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