**Experiment 9**

**Objective:**

To implement multi layer neural network.

**Theory**

A **Multi-Layer Neural Network (MLNN)**, often referred to as a **feedforward neural network**, is a type of artificial neural network composed of multiple layers of nodes (neurons). It is one of the fundamental models in deep learning and is used for various tasks such as classification, regression, and pattern recognition. The architecture of a multi-layer neural network typically consists of an input layer, one or more hidden layers, and an output layer.

**1. Structure of a Multi-Layer Neural Network**:

* **Input Layer**: The input layer receives the raw data. Each neuron in this layer represents one feature of the input data.
* **Hidden Layers**: These layers exist between the input and output layers and allow the network to learn complex patterns. Each neuron in a hidden layer performs a weighted sum of inputs and passes the result through an activation function.
* **Output Layer**: The output layer produces the final prediction or classification. The number of neurons in the output layer depends on the type of task—one neuron for binary classification, multiple neurons for multi-class classification, or a single neuron for regression tasks.

**2. The Neuron**: Each neuron in the network performs a simple mathematical operation. Given an input vector x=[x1,x2,...,xn], the output of a neuron is calculated as:
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where:

* w1,w2,..., wn​ are the weights,
* bb is the bias term,
* ff is the activation function, which introduces non-linearity into the model.

**3. Activation Functions**: Activation functions are crucial in neural networks as they allow the network to learn complex, non-linear relationships between the inputs and outputs. Some commonly used activation functions include:
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* **Tanh**: Similar to sigmoid but outputs values between -1 and 1, often used when the data is centered around zero. tanh⁡(x)=ex−e−xex+e−xtanh(x)=ex+e−xex−e−x​

**4. Training a Multi-Layer Neural Network**: Training a neural network involves finding the optimal weights and biases that minimize the error between the predicted output and the actual target. This is achieved through the following steps:

* **Forward Propagation**: During forward propagation, the input data passes through the network, and an output is generated at the output layer.
* **Loss Function**: The loss function calculates the difference between the predicted output and the true output. Common loss functions include:
  + **Mean Squared Error (MSE)** for regression tasks.
  + **Cross-Entropy** for classification tasks.
* **Backpropagation**: The backpropagation algorithm is used to update the weights and biases by calculating the gradient of the loss function with respect to each weight in the network. This is achieved through the **chain rule** of differentiation. The gradients are then used to update the weights using an optimization algorithm such as **Stochastic Gradient Descent (SGD)** or **Adam**.

**5. Optimization**: Optimization algorithms are used to adjust the weights to minimize the loss function. Some common optimization techniques are:

* **Gradient Descent**: Gradually adjusts the weights in the opposite direction of the gradient to minimize the loss function.
* **Adam**: A more advanced optimization method that adapts the learning rate based on estimates of first and second moments of the gradients, providing faster convergence.

**6. Overfitting and Regularization**: Overfitting occurs when the model learns the training data too well, including noise and outliers, which hurts its generalization to new data. To combat overfitting:

* **Dropout**: Randomly drops neurons during training to prevent over-reliance on specific neurons.
* **L2 Regularization (Ridge)**: Adds a penalty term to the loss function based on the magnitude of the weights, encouraging smaller weight values and reducing overfitting.

**7. Multi-Layer Neural Networks in Practice**: Multi-layer neural networks are powerful models and are the building blocks of more complex architectures like convolutional neural networks (CNNs) and recurrent neural networks (RNNs). They are widely used in image classification, speech recognition, and natural language processing. Popular deep learning libraries such as **TensorFlow**, **Keras**, and **PyTorch** provide tools to build and train multi-layer neural networks.

**Applications**:

1. **Image Classification**: MLNNs are used in image classification tasks, such as identifying objects in images or recognizing handwritten digits.
2. **Natural Language Processing**: In NLP, multi-layer neural networks are used for tasks like sentiment analysis, machine translation, and named entity recognition.
3. **Speech Recognition**: Neural networks are utilized in speech-to-text systems to convert spoken language into written text.

**Result**

As a result of this Experiment, we successfully wrote and executed the to implement multi layer neural network in python.

**Learning Outcomes**

Understand and implement a multi-layer neural network, including forward propagation, backpropagation, and optimization, for classification and regression tasks.