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**摘要：**随着人工智能（AI）系统在日常生活中的广泛使用，对算法公平性的考量成为不同研究领域关注的焦点问题。由于目前的人工智能系统大多是数据驱动，数据中的偏见对模型公平性有很大影响，此外模型本身的设计也可能导致偏见的产生，由此，本文梳理了人工智能中偏见的类型，并总结了相关的解决方法。
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# 引言

人工智能算法已经渗透到我们日常生活的[方方](http://renwu.hexun.com/figure_1792.shtml" \t "https://tech.hexun.com/2021-05-18/_blank)面面。算法作出电影推荐，提供购买产品的建议，并越来越多地用于贷款申请[1]、雇用[2]等高风险决策中。算法决策有明显的好处，与人不同，机器不会变得疲劳或无聊，并且可以比人纳入更多数量级的考虑因素，但是，就像人一样，算法容易受到偏见的影响，这些偏见会使他们的决策“不公平” 。

在决策过程中，公平是指根据个人或群体的固有或后天特性，对个人或群体不存在任何偏见或偏爱，因此，一种不公平的算法是其决策偏向特定人群的算法[3]。一个典型的例子来自美国法院用来做出假释判决的工具，替代性惩戒者犯罪管理剖析软件（COMPAS）可以衡量一个人再次犯下另一种罪行的风险，法官使用COMPAS来决定是释放罪犯还是将他或她关在监狱里。对该软件的一项调查发现，这个软件存在针对非裔美国人的偏见：COMPAS给非裔美国人罪犯分配的风险得分比给具有相同特征的白种人更高的风险得分。在其他领域也存在相似现象，例如用于评选选美冠军的AI系统存在针对肤色较黑的参赛者的偏见，或[数码](http://tech.hexun.com/" \t "https://tech.hexun.com/2021-05-18/_blank)相机中的面部识别软件过度预报亚洲人在眨眼。这些偏见的预测源于数据或算法中隐藏或忽略的偏见。

在本文中，我们确定了机器学习结果不公平的两个潜在因素，即数据偏见和算法偏见[3]。我们回顾了有关数据偏见如何歪曲机器学习算法所学知识的研究，以及算法本身的工作方式上的细微差别（即使数据是无偏见的），这些细微差别使它们无法做出公平的决策。

# 人工智能算法的偏见

人工智能算法的偏见可以归结为两个潜在原因，即数据偏见和算法偏见。

大多数人工智能算法都是数据驱动的，因此数据与算法的功能是紧密耦合的，在训练数据存在偏差的情况下，训练它们的算法将学习到这些偏差，并将偏差反映到算法的结果中。因此，数据中固有的偏差可能会影响使用数据的算法，产生有偏见的结果，算法甚至可以放大数据中已有的偏见。

此外，算法本身的运行机理存在差别，这些差别可能导致偏见（即使数据是无偏见的），由此使算法无法做出公平的决策。

因此，根据偏见的来源，可以将人工智能算法的偏见分为三类：数据到算法、算法到用户、用户到数据。

2.1 数据到算法

本章介绍数据对算法的直接影响，即收集到的数据中存在固有的问题，与真实预期分布存在偏差，这种偏差导致了算法的偏见。

**2.1.1 测量偏差**

在数据收集过程中，测量的指标存在问题[4]。例如在再犯罪奉献预测工具（COMPAS）中，研究人员将过去受逮捕以及周围人受逮捕的次数作为变量衡量一个人的“危险”程度，但是真实情况是少数族裔社区受到更多的监管，由此有更高的逮捕率，根据该指标将所有少数族裔划分为“危险”的群体是一种错误的结论。

**2.1.2 省略变量偏差**

当一个或多个重要变量被排除在模型之外时，就会存在省略变量偏差[5]。例如设计一个模型用于预测客户停止订阅服务的概率，其变量包括其服务的各项指标，倘若此时出现一个新的、强大的竞争对手，导致大量用户停止订阅，那么原有的基于服务指标的预测模型将无法产生正确的预测。

**2.1.3 表示偏差**

表示偏差产生于数据收集过程中，在从整体抽样时缺乏了部分关键数据，使得收集数据集无法反映整体分布[4]。如数据集缺乏地域多样性，在东西方文化方面存在偏见。

**2.1.4 聚合偏差**

从整个群体中得出的一般性结论不适用于所有个体时，就会有聚合偏差。这种偏差在医学诊断中较为常见，如被广泛用于诊断和检测糖尿病的糖化血红蛋白水平在不同性别和种族间存在明显差异，如果只基于训练数据得出一般性的预测结果，模型在具体应用时必然存在偏差。

**2.1.5 抽样偏差**

抽样偏差来源于对子组的非随机抽样，即对不同子组的抽样策略不均匀。例如，对其中一个子组抽样更多的数据，而对其他子组抽样更少的数据，抽样策略的偏向性使不同组的数据量不同，从而使数据更多的组占有更高的权重。

2.2 算法到用户

算法可以影响用户的行为，算法中的任何偏差都可能在用户行为中引入偏差。在本节中，我们将讨论由于算法结果影响用户行为的偏见。

**2.2.1 算法偏差**

算法偏差是指在输入数据中不存在偏差，而纯粹由算法导致的偏差[6]。算法设计的选择，如使用某些优化函数，正则化等，都可能导致有偏见的算法决策。

**2.2.2 用户交互偏见**

用户交互偏见产生于系统的交互界面，用户在与系统交互的过程中，受到窗口界面的引导，在交互过程中会产生偏见的选择[6]。如在Web搜索引擎汇总，排名最高的结果是最相关、最重要的，由此会使用户更多地点击。

**2.2.3 热门偏见**

受欢迎的事物会显露更多的信息，由此使人们更多地了解，由此可能产生偏见[7]。例如线上购物系统中，被更多购买的物品会更受人追捧，而这种偏见是可以通过算法控制产生的，如刷单。

**2.2.4 自发偏差**

在系统投入使用一段时间后，受到用户的能力、性格和习惯的影响，在后续系统更新时，系统可能更偏向于使自身更适应一类群体，从而使系统具有偏见[8]。

**2.2.5 评价偏差**

模型评价时使用了不适当的基准，例如面部识别中的Adience和IJB-A基准[4]。

2.3 用户到数据

许多用于训练模型的数据都是用户生成的，用户的任何固有偏见都可能反映在他们生成的数据中。此外，当用户行为受到算法影响时，该算法中存在的任何偏差都可能在数据生成时引入偏差。

**2.3.1 历史偏差**

历史偏见是世界上已经存在的偏见和社会技术问题，即使有完美的采样和特征选择，历史偏见也会在数据生成过程中渗入[4]。在2018年的图片搜索中，搜索女性CEO时会发现女性CEO的图片较少，原因是《财富》 500强企业中只有5％的CEO是女性，这将导致搜索结果偏向男性CEO。这些搜索结果当然反映了现实，但是搜索算法是否应该反映这一现实是一个值得考虑的问题。

**2.3.2 群体偏见**

当统计数据时，如果目标群体与待统计群体不符时，会出现群体偏见，这种偏见产生于用户本身的差异分布[9]。例如，根据不同社交平台上用户人口统计数据，女性可能更偏向于使用Pinterest，Facebook，Instagram，而男性更偏向于Reddit或Twitter。

**2.3.3 自我选择偏见**

自我选择偏见是指不同用户在产生数据时存在的偏差，常见于统计调查。如在民意调查中，对政治更热情的民众更愿意完成投票。

**2.3.4 社会偏见**

其他人的行为或内容影响我们的判断时，就会产生社会偏见[6]。例如在对一个较差的商品进行评分时，受到其他高评分的影响，我们可能改变我们的原有想法，也对其评为高分。

**2.3.5 行为偏见**

行为偏差来自于不同平台、上下文或不同数据集的不同用户行为[9]。例如在不同平台上展示相同的符号表情可能会获得不同的理解。

# 人工智能偏见的解决方案

从技术角度出发，为了实现算法公平，研究者做出了许多解决人工智能中偏见的努力，一般来说，针对算法中偏差的公平性解决方案可以分为三类：

预处理。预处理技术尝试转换数据，使潜在的偏差被删除，如果允许算法修改训练数据，则可以使用进行预处理技术。

运行时处理。在模型训练或运行时，改进学习算法，引入新的技术手段以对抗偏见，如果允许修改模型或者训练过程，可以修改模型的运行机理，如修改损失函数。

后处理。后处理将模型视为黑盒，即只能进行输入并获取输出结果，并由此仅对输出结果进行处理，使其偏见不再被展示，如设计一个偏见检测模块，将所有带有偏见的结果拦截。

3.1 无偏的数据

为了减轻数据偏见的影响，相关研究者已提出了一些通用的方法，这些方法主张在使用数据时要有良好的做法，例如，使用数据表作为支持文档，阐述数据集创建方法、特征、动机以及偏见[10]。

除了通用技术，一些工作还针对具体类型的偏见提出解决方案。例如，将因果模型和因果图用于模型设计中，以检测数据中的歧视[11]。

3.2 公平的学习算法

为了解决算法本身的公平性问题，人们根据不同的模型提出了各种方法来满足一些已有的公平性定义，下面举例介绍：

公平的分类。由于分类是机器学习中的一项典型任务，并且广泛应用于可以与人类直接接触的不同领域，因此这类方法必须产生公平的结果，消除可能伤害某些人群的偏见，对此研究者提出了某些满足公平性定义的方法，例如分类公平性、机会均等、概率相等[12]。

公平的回归。对于回归问题，有作者提出POF准则帮助实现准确性和公平性间的合理权衡[13]。

# 总结

本文主要讨论了人工智能（AI）系统中的偏见问题，特别是这些偏见如何影响算法的公平性。文章指出了数据偏见和算法偏见是导致AI系统不公平的两个主要原因，并提出了相应的解决方法。

对于数据偏见，本文总结了测量偏差、省略变量偏差、表示偏差、聚合偏差和抽样偏差等问题，这些问题都是因为数据本身存在问题或者数据收集方式导致的。为了解决这些问题，需要更加科学和公正地收集数据，并尽可能地考虑所有相关变量。

对于算法偏见，本文总结了算法设计本身可能导致偏见，例如算法的选择、优化函数的选择、正则化的方法等都可能影响算法的公平性。为了解决这些问题，需要更加审慎地设计算法，并考虑其可能对用户行为产生的影响。

此外，本文还总结了用户交互偏见的问题，这是由于用户在与系统交互的过程中受到界面引导而产生的偏见。为了解决这个问题，需要优化交互界面，尽可能减少对用户选择的引导，让用户自主做出决策。

总的来说，要解决AI系统中的偏见问题，需要从数据收集、算法设计、用户交互等多个方面入手，全面提升AI系统的公平性和公正性。
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